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In this section we bring in more explicitly some of the international impli-
cations of our analysis. The question as to the relationship between
technical change and the international competitiveness of a country or
industry is now a crucial item on any policy agenda: in the context of the
international economic debate between industrialized countries as well as
in the context of the industrialization (or lack thereof) of the newly
industrialising and less developed countries. The five chapters in this
section provide only a broad, impressionistic picture of the variety and
diversity of questions which arise from the theoretical approach sketched
out in the previous sections. The issues addressed here start all from the
(by now) strong evidence, both of an empirical and historical nature, that
the international patterns of competitiveness of the industrialized as well as
less developed countries have been strongly influenced by their relative
technological capabilities.

These international differences in technological levels and innovative
capabilities are not only a fundamental factor in explaining differences in
inter-country trade competitiveness; they are also an essential factor in
explaining inter-country differences in macroeconomic growth as empha-
sized in the chapter by Dosi and Soete. Giving a broad overview of the
voluminous literature in this area, Dosi and Soete’s chapter illustrates how
consideration of the dynamic implications of trade, and in particular of the
allocative patterns induced by trade, will lead one to focus far more on the
virtuous or vicious macroeconomic feedbacks which international special-
isation will imply in the long run.

The point is made much more explicitly in the following chapter by
Fagerberg, more empirical in focus, which looks at the “classic’ question of
‘why growth rates differ’ between countries. As Fagerberg illustrates, from
a dynamic perspective the relative international competitiveness of a
country has itself a strong influence on the relative rate of growth of its
economy. The chapter provides further evidence that in the last three
decades following the Second World War, this interactive growth process
led within the group of OECD countries to a pattern of convergence:
convergence in terms of technological levels, industrial structures,
commodity composition of domestic production, per capita incomes,
wages, and even forms of corporate organisation. With regard to technical
change, the dominant pattern was one of a process of catching up with the
American levels, or, put in other words, one where the rates of techno-
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logical diffusion to other OECD (and non-OECD) countries was signifi-
cantly higher than the American rates of innovation.

Whether this process of international technology diffusion can also lead
to industrialization ‘short cuts' within the development context is the
general issue addressed in the next two chapters, The first one, by Perez
and Soete, brings to the forefront the distinction between the technology
‘transfer’ or technology using costs and the actual technology assimilation
‘entry’ costs, The latter will be substantial and for most developing coun-
tries prohibitive and will exclude them from effectively ‘catching up’.
However, the Perez and Soete chapter, in line with the Freeman and Perez
chapter in Part I1, points to the existence of some temporary ‘windows’ of
opportunity during periods of paradigm transition.

The next chapter by Unger is more pessimistic in tone. The developing
world in Unger's view finds itself ‘locked in’ in a vicious circle of lack of
entrepreneurship, increased protectionism in the developed world, a
poorly developed capital goods sector, considered to be the main carrier—
if not with regard to the origin, then certainly with regard to the effective
assimilation—of technical change, and finally the dominant role of multi-
national enterprises in ‘transferring increasingly ‘packaged’ technology
abroad.

This last issu¢ is the focus of the chapter by Chesnais which discusses in
more detail the patterns in foreign investment and international inter-firm
technology agreements over the last decades. For Chesnais the reasons for
the significant increase in inter-firm licensing agreements has to do with the
increase in the scientific base, complexity and diversity of present techno-
logical advances. The international ‘sourcing’ of scientific and techno-
logical knowledge has also to be viewed from this perspective. No firm,
not even the largest multinational corporation can rely on its own techno-
logical and scientific efforts. Chesnais’s chapter calls for further integration
of the issues of foreign investment and cross-country technology flows in
economic growth and trade theory.

As we have already indicated, the chapters in this section certainly do
not cover the full spectrum of subjects which could be addressed under an
‘international” heading. Particularly with regard to the problems confront-
ing developing countries. the list of subjects could be vastly enlarged. Also
the international finance side. in line with the rest of this book, has not been
covered. The aim of this section, however, was to provide no more than a
selective overview of topics and questions where technical change and
economic theory in their international dimension are in need of ‘revision’.
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Introduction

[n contrast to many other fields of economic theory, international trade
theory has traditionally kept the importance of technical change in explain-
ing international trade flows or the international ‘competitiveness’ of a
country or an industry at the centre of much economic debate. This can be
explained to a large extent by the almost unique influence of ‘classical’
thinking in the area of international trade, with many contemporary trade
theorists even expressing today, and particularly with regard to the techno-
logy assumption, strong doubts as to the actual contribution of ‘neo-
classical” thinking.

The fact that ‘pure’ neo-classical trade theory is still so prominent in
international trade textbooks and is still held in such esteem by policy-
makers (at least until recently) has indeed little to do with the way that
‘factor endowments’ (pure Heckscher—Ohlin—-Samuelson) trade theory
explains international trade flows. Its value as a descriptive theory—i.e.
national differences in endowments of productive factors form the basis for
trade —is regarded as very limited.

Like so many other fields of economic analysis, the ‘strength’ of the pure
orthodox theoretical framework lies primarily in the relatively straight-
forward normative implications—in terms of the gains from trade for both
trading partners, as well as international factor price equalization—which
can be built around the model. The fact that in order to do so it has to rely
on a set of extreme ‘heroic” assumptions is then generally justified in terms
of cost-benefit analysis: the insights gained by such a simple but complete
trade/welfare picture outstrip by far the disadvantages of more realistic but
more complex and less clear analyses.

Such a view requires, however, first that a ‘reasonably accurate’ explana-
tion is offered for the main interdependencies identified by the theory,
and, second, that the distortions and imperfections of the real world lead
only to minor or “short-lived’ aberrations with relatively little consequence
for the normative or policy conclusions of the theory. In the case of
‘orthodox” trade theory and rather uniquely amongst nearly all fields of
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economic inquiry there has been growing recognition from all sides that
both conditions do not hold.

Nowhere is this more clearly illustrated than in the seminal review which
Hufbauer (1970) presented nearly twenty years ago on the emerging and
growing evidence and support in favour of the so-called ‘neo-technology’
accounts of international trade flows. In interpreting his neo-technology
results, Hufbauer, himself author of one of the most detailed technology
‘gap’ trade studies on synthetic materials (1966), remained, if anything,
rather schizophrenic. His ‘neo-technology’ results, while powerful in
explaining the actual trade flows and admittedly closer to the real world,
represented an approach which, in Hufbauer’s words, was not ‘geared to
answering the traditional questions of economic inquiry’. And Hufbauer
added with some irony: ‘It can as yet offer little to compare with Samuel-
son’s magnificent (if misleading) factor-price equalisation theorem’
(Hufbauer, 1970, p. 192).

While Hufbauer’s contribution was exceptional in its frankness, it was in
no way exceptional in bringing out the dilemma between relevance and
consistency with a general and established theoretical framework which
has characterized the analysis of technical change in economic theory.

Some authors privilege the first criterion (relevance) and find in the
evidence on technological change a powerful challenge pushing toward the
search for a radically different theory. As Rosenberg puts it,

in a world where rapid technological change is taking place we may need an
analytical apparatus which focuses in a central way upon the process of techno-
logical change itself, rather than treating it simply as an exogenous force which
leads to disturbances from equilibrium situations and thereby sets in motion an
adjustment process leading to a new equilibrium [Rosenberg, 1970, pp. 69-70]

Conversely, other economists stress as a necessary condition for the
theoretical consideration of the phenomena related to technological
change precisely their tractability within the traditional model or simply
consider the absence of any alternative as a sufficient condition for their
neglect. In Bhagwati's words,

the ‘realistic’ phenomena . . . such as the development of new technologies in
consumption and production involve essentially phenomena of imperfect competi-
tion for which, despite Chamberlin and Joan Robinson, we still do not have today
any serious theories of general equilibrium . . . Unless therefore we have a new
powerful theoretic system . .. we cannot really hope to make a dent in the
traditional frame of analysis [Bhagwati, 1970, p. 23]

These two positions illustrate in many ways also two archetypes of
scientific strategies. the first focusing on the search for alternative models
conforming more to reality and the second pursuing a gradual and pro-
gressive incorporation of an increasing number of phenomena into
modified forms of neo-classical general equilibrium analysis. 1t may be
useful to use such theoretical benchmarks to review a highly selected
literature which presents a high variance in its ‘degree of orthodoxy’, scope
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and realism of the assumptions." We shall in this short review start from
what could be called an ‘incrementalist’ analysis of technology-related
phenomena broadly along the lines of the neo-classical approach.

The ‘pure’ theory: neo-classical extensions and the revisionists

Consider first the neo-classical ‘pure’ theory of trade in its simplest text-
book form. There are generally four fundamental assumptions:

(i) On technology. Differences in technologies can be adequately repre-
sented by production functions. The latter are assumed to represent
the real world, are well behaved, continuous, differentiable, exhibit
non-increasing returns to scale, etc. Morcover, they are assumed
identical across countries.

(ii) On behaviours. Perfect competition prevails throughout. Agents are
maximisers under budget constraints.

(iii) On demand. Tdentical tastes across countries and well-behaved utility
functions.

(iv) On adjusiment mechanism. Adjustments are such as to guarantee ex
hypothesi the clearing of all commodity and factor markets.

These assumptions lead to the following subsidiary assumption: hypotheses
(i)-(iv) offer a reasonably accurate description of the prevailing ‘state of
the world’ and the main interdepencies in the international arena, so that
any possible distortions or imperfections of the real world lead only to
minor or ‘short-lived' aberrations with relatively little consequence for the
interpretative and normative conclusions of the theory.

In its simplest form, the ‘pure’ theory of international trade then goes on
{o prove some of the most ‘classic’ theorems of economic theory: on relative
specialisation determined by relative factor endowments (Heckscher-
Ohlin-Samuelson theorem),” on factor-price equalisation, and the
theorem of comparative statics on the effects of changing prices on factors’
returns (Stolpher-Samuelson theorem) and of changing endowments
upon commodity outputs (Rybezynski theorem).

We will not consider here the developments and refinements of all four
above hypotheses,” but will limit our review to some of those contributions
which do not entirely subscribe to the derived hypothesis that distortions
are short-lived, and have tried therefore to modify some of the assump-
tions (i)~(iv). Typically, the scientific strategy is to hold the rest as true
and work out the implications of the additional (more ‘realistic’) hypo-
thesis. Assumption (iv) remains, however, the core proposition which is
generally kept untouched, since the entire model, irrespective of how it is
precisely defined, needs a link of some kind between relative scarcities and
relative prices.

One way of relaxing the simplest technological assumptions has been by
allowing production functions to be different between countries. Jones
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(1970) analyses some of the implications: factor price equalisation does not
occur any longer, ‘differential rates of technical differences between coun-
tries come to dominate the determination of comparative advantages’
(p. 84), but the Heckscher-Ohlin theorem on specialisation still applies in
a modified form. Berglas and Jones (1977) embody in their model g
mcchanism of learning-by-doing characterised by ‘local learning’
(Atkinson and Stiglitz, 1969) on the techniques effectively in use. Findlay
(1978) develops a steady-state dynamic model including technology
transfers between an ‘advanced’ country and a *backward’ one. Chipman
(1970) considers the case of moving production functions whereby techni-
cal progress is itselfl endogenous along Kennedy-von Weizsiicker—
Samuelson lines (cf. Kennedy, 1964; von Weizsiicker, 1965: Samuelson,
1965). Purvis (1972) present a model with international technological
differences and capital mobility, illustrating that in this case, contrary to
the standard model, factor mobility and trade may be complementary. The
issue of capital mobility is also considered by Ferguson (1978) and Jones
(1980): interestingly, the patterns of trade turn out to be essentially deter-
mined by technology gaps and relative labour costs.

Another way of relaxing the standard assumption with regard to the
production function is by introducing economies of scale. Since the analysis
of the latter must be generally associated with behavioural assumptions
different from the pure competitive model,* one may consider these two
variations on the standard model together.” First, as Drize (1960, 1961)
and Ohlin (1933) himself, already fifty years ago, pointed out, economies
of scale taken on their own can be an explanatory variable of trade
patterns. Second, from a more normative point of view, they may well
influence the welfare effects of trade so that a country may even lose from
trade, as suggested originally by Graham (1923).

More recently several interesting theoretical developments have been
produced in this area (see Dixit and Norman, 1980; Chapter 9). Krugman
(1979, 1984a, 1982a) has explored the conditions under which Graham’s
arguments hold: they depend on the nature of the increasing returns
(which are either ‘national’ or ‘international’) and the pattern of change in
relative prices due to the transition from autarky to trade. ]mpe?fect
competition due to increasing returns may imply gains from trade for both
trading partners (cf. Melvin, 1969, and Krugman, 1979a) but may also
imply losses (cf. Kemp, 1969). In the case of ‘imperfect competiﬁon‘ a
large number of conclusions emerge which may be diametrically in conflict
with the standard Heckscher-Ohlin-Samuelson model:® for example,
factor prices will not be equalised. but. on the contrary, the price of the
factor used intensively in the production of the export good may actually
be high in each country (cf. Markusen and Melvin, 1980, p. 3). Similarl):.
factor mobility instead of substituting for trade (trade in factors as opposed
to trade in commodities), as in the standard model, will be complementary
to trade. with each country achieving an equilibrium where it is well
endowed with the factor used intensively in the production of its export
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good. As Markusen and Melvin (1980) note: ‘In the Heckscher-Ohlin
model this is, of course, the basis for trade whereas in the present model it
is the result of trade’ (p. 3).

In general, as shown by Markusen and Melvin (1984), sufficient condi-
tions for the gains-from-trade theorems to hold are (i) on the behavioural
side, marginal pricing, and (ii) on the technological side, the convexity of
the production possibility sets.

The analysis of differentiated products, on the other hand, has led to
attempts at synthesis between theories of monopolistic competition, intra-
and inter-industry trade. Differentiation is supposed to come from a
demand for a variety of product characteristics (cf. Barker, 1977; Dixit and
Stiglitz, 1977; Krugman, 1979, 1980, 1981) or from different combinations
of some fundamental attributes (cf. Lancaster, 1979) embodied in each
product. Thus whereas intra-industry trade (see Grubel and Lloyd, 1975) is
explained on the grounds of monopolistic competition, the explanation for
the inter-industry trade flows will be left to the traditional Heckscher—
Ohlin model. These models predict that intra-industry trade will be highest
between similar countries in terms of per capita income and patterns
of demand (Linder, 1961), whereas inter-industry flows will be more
important the greater the difference between countries in terms of their
‘endowments’.” An alternative (Ricardian) model of intra-industry trade is
provided by Petri (1980), where intra-industrial specialisation for any given
pattern of demand is determined by relative labour productivities and cost
conditions within sector-specific and country-specific structures of produc-
tion.

Another line of analysis of those market structures different from pure
competition has been pioneered by Caves (1971, 1974) in an attempt to
link instruments and concepts of industrial organisation (multinational
corporations, oligopolistic competition, strategic behaviours) with a general
equilibrium trade model. A growing literature on industrial organisation
and international trade has emerged since.® While some of the results can
be formally represented in terms of the traditional model with specific
factors,” this line of enquiry has more clearly drawn attention to the
significance of the link between industrial structures and trade flows (given
whatever ‘endowments’) and to a different adjustment mechanism (inter-
national capital mobility in the form of multinational investment rather
than intra-national, inter-sectoral mobility). This line of analysis allows
therefore, at least in principle, the consideration of couniry-specific
variables, both institutional and economic in nature which as such repre-
sent absolute advantages/disadvantages and hence also incentives/obstacles
to the location of international capital (see Jones, 1980).

Under the broad heading of ‘industrial organisation and international
trade’, one must also mention parts of the vast literature on the origins
and effects of multinational corporations. Some of the studies are quite far
in spirit and construction from the neo-classical assumptions listed above
(e.g. Hymer, 1976): technological differences between companies and
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countries, country-specific absolute advantages and high degrees of ‘imper-
fection’ of markets in general and the market for technology in particular
are implicit from the start. These features of the world are indeed the
necessary structural conditions for the existence of multinationals. Other
interpretative models try to incorporate also some neo-classical elements,
This appears to be the case of Dunning’s “eclectic theory’ (see Dunning,
1977, 1981a, 1981b; Buckley and Casson, 1976) wereby Heckscher—Ohlin
mechanisms of adjustment in prices, quantities, and relative specialisation
are considered as one of the processes at work, whose relative importance
depends on the sectors, the degree of development of the countries, and
the nature of the technology. Finally. other interpretations—such as
Rugman {1980) —try to reconcile the existence of multinationals, intra-firm
trade, etc., with traditional analysis. Rugman recognises the widespread
existence of ‘imperfections’ (and thus the limited validity of assumptions (i)
and (ii) above). However, he assumes that companies face and overcome
these imperfections by internalising the relevant transactions. Therefore
multinationals become some kind of ‘second-best approximation’ to the
working of the standard model.

None of these theories has been thoroughly formalised. It is safe to say
though that all of them, to different degrees, lead to conclusions at
variance with the canonic model: factor prices are not generally equalised,
there are oligopolistic rents, trade patterns do not depend only on coun-
tries’ endowments, the degrees and forms of market ‘imperfections’
become a determinant on their own of productive locations and trade.

Some models adopt ‘Ricardian’ hypotheses on technology —with coeffi-
cients of production fixed and different between countries—while
generally retaining general equilibrium assumptions on prices, determined
through a market clearing process. Dornbusch, Fisher and Samuelson
(1977) present a two-country Ricardian model with a ‘continuum’ of
commodities and the patterns of specialisation determined by relative
wages and relative productivities. Wilson (1980) extends the model to
many countries and non-homotetic demand schedules. Jones (1979)
considers the conditions under which technical progress may produce
‘immiserizing growth’ for either of the trade partners.

A simple but illuminating picture of the technology-trade relationship
emerges from Krugman's North-South trade model (1979a, 1982). Start-
ing from an innovative North and a non-innovative South, where the
North’s innovations take the form only of new products produced
immediately in the North, but only after a lag in the South, Krugman
(1979a) shows how new industries have to emerge constantly in the North
in order to maintain its living standards since the new industries decline
and disappear sooner or later in the face of low-wage competition from the
South. In Krugman’s model, this is because the North's wages reflect the
rent on the North’s monopoly of new technology: “This monopoly is
continually eroded by technological borrowing and must be maintained by
constant innovation of new products. Like Alice and the Red Queen, the
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developed region must keep running to stay in the same place’ (Krugn_iam
1979a, p. 262). In other words, while the North will be able to achieve
some ‘moving equilibrium’ through a large enough rate of innovation.
acceleration of technology transfer will narrow the wage diffcrmmalls
between North and South and might even lead to an absolute decline in
living standards in the North. The most interesting aspect of Krug:rgan‘s
model is, maybe paradoxically, the set of simplistic and, frqm a traditional
trade point of view, totally ‘unrealistic’ assumptions behind the model:
there are no differences in factor endowments, because there is only one
factor of production (labour); and all goods, old and new, are produced
with the same cost function, leaving no room for differences in labour
productivity, Neither neo-classical nor Ricardian trade explanations are
relevant, there is no fixed pattern of trade, but trade is determined by a
continuing process of innovation in the North and technology transfer to
the South. Yet despite these simplifications, some of the conclusions,
which emerge from the model are very appealing, not least because, as
Krugman observes: “The picture of trade seems in some ways more ‘lnk-.:
that of businessmen or economic historians than that of trade theorists’
(Krugman, 1979a, p. 265).

It is obviously very difficult to provide a synthetic assessment of these
quite heterogeneous streams of literature, characterised as they are by very
different directions and degrees of ‘revisionism’. Three general conclu-
sions, however, may be drawn.

First, there is probably little disagreement, even among neo-classical
trade theorists, about the inadequacy of the ‘canonic’ factor proportions
theory to explain by itself international trade flows. As Krug{nan (1979¢)
puts it: *. . . casual observation seems to militate against a sllnple f{uclor
proportions theory. The emphasis on factor proportions in international
trade is . . . not the result of an empirical judgement” (p. 14).

Second, most of the studies we reviewed implicitly highlight the lack of
robustness of the major Heckscher-Ohlin-Samuelson results in terms Qf
both predictions and welfare implications. Relaxation of the least realistic
assumptions (i.e. perfect competition, constant returns to scale, factor
immobility, immediate and free diffusion of technology, exi;tence of Iwel.l—
behaved production functions) leads, generally speaking, to indeterminate
predictions in relation to the direction and volume of trade. Moreover, the
factor-price equalisation theorem does not generally foll_ow, In terms of
welfare implications, depending on which assumption is relaxed, con-
clusions on the ‘gains from trade’ are sometimes in accordance and some-
times at variance with the orthodox model.

Third, and from our perspective of more direct interest, quite interesting
results sometimes emerge, despite the continuing presence of highly restric-
tive assumptions. This set of conclusions could prove to be even more
important when placed in an alternative theoretical framework: for
example, the role of technology gaps, country-specific absolute advantages
and different forms of industrial organisation: the importance of



408 GIOVANNI DOSI AND LUC SOETE

economies of scale and various types of learning; the absence of any
general tendency towards factor-price equalisation.

It was already mentioned at the beginning of this survey that a core
assumption shared by most of the models reviewed so far is a scarcity link
between factors, commodities and prices, irrespective of the particular
hypotheses on technology, forms of competition, etc. In this sense, the
contributions reviewed above share all the points of strength and weakness
of general equilibrium analysis. The strength, in our view, relates to the
capability of handling with a simple and general theoretical device the
question of inferdependence among national and international markets.
Not surprisingly, the main question addressed by the standard Heckscher—
Ohlin-Samuelson theory and by most of its ‘revisionist” developments
concerns the patterns of specialisation of each country in relation to some
country-specific characteristics.

The other side of this coin is that such analyses, undertaken in terms of
equilibrium positions, take as given that (i) there are adjustment mechan-
isms which generally lead to such equilibria, and (ii) that these mechanisms
based on price/quantity adjustments—as in the standard Walrasian model
—Ilead to the clearing of all markets. Both points are difficult to accept on
either theoretical or empirical grounds. The difficulties in accounting for
the adjustment processes in the standard general equilibrium framework
when neither the fantastic “auctioneer’ nor a complete set of contingeney
markets exist (see Hahn, 1984; Leijohnuyfud, 1981) are well known and
discussed at greater length in some of the other contributions to this
volume. There is, however, no reason to believe that such adjustment
processes are any easier in the open economy case,

On more empirical grounds, it is difficult to believe that relative prices
are explained by relative scarcities in a world generally characterized
by wvarious forms of static and dynamic economies of scale, continuous
technical progress, national economies often characterised by some
degrees of unutilised labour or labour and capital.

The very formulation of the standard model in its ‘timeless’ form
becomes even harder to accept whenever one of the factors of endow-
ment—capital —is as such a set of reproducible (and heterogeneous)
commodities. The question has been discussed in a ‘capital controversy’,'?
with many points in common with the famous ‘Cambridge Debate’ on
capital theory, focusing on the problems ranging from the heterogeneity of
capital goods'' to the measurement of that ‘aggregate capital’ which must
appear among the ‘endowments’.'

Another feature common to practically all the models reviewed so far is
the behavioural assumption concerning maximising agents." Particularly
with regard to technical change. this assumption becomes rather question-
able. As argued at greater length elsewhere (Dosi, 1984) and following
Nelson and Winter (1982), it is difficult to maintain that maximisation
procedures are an adequate representation of the global behaviours of the
agents whenever one properly accounts for the fundamental features of
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technical change (including uncertainty about cllroln‘:cs an_d (.’m?ogws}
patterns of search generally embodying tacit heuristics, various kinds Of
irreversibilities, ete.). It is not only or even primarily a matter of wahsmlo

assumptions. The fundamental point is El}a_t behaviours are directly r_e e-
vant also in terms of the equilibrium positions 1-:)v.:ards_ which [he1sy:f,tc:1
might tend to converge. In other words, even t.hc static attractor \? 11 e
system may well be path-dependent and behaviour-dependent (cf. Nelson
and Winter, 1982; Dosi and Orsenigo, 19853).

The less pure theory: the *heretics”

The discussion so far has focused upon that stream of cconomic analym_s
concerned primarily with one theoretical question, namely the dererrm-
nanis of specialisation, and one functional mech;.irusm, namely the adjust-
ment processes induced in the latter by the m.rerdeptsndenc?’s between
markets, both within each country and bcmlreen countncsl. It is a line of
enquiry which—despite the great differen-::gs in thE: assumptions on lechpoi
logy, demand, nature of the markets—links Ricardo, the neo-classica
school and all those ‘revisionist” contributions based on a general equili-
brium framework. One of the fundamental premises of such a stream of
thought is that trade (or the notional transition frazp autarky to _tradc)
affects the inter-sectoral (and, sometimes, inter-national) allfa‘cau_on of
inputs, quantities and prices, but does not affect the rate of utilisation (?f
the stocks of inputs themselves (and thus the rates of 'r{lac.m—::conom%c
activity)."* This is straightforward in modern general equilibrium analysis
where, as already discussed, full employment of all fa-::t_nrs‘ is assumed by
hypothesis. It is equally true for that part of Ricardo’s Pr:mczpfes concerned
with international trade, based as it was on the assumption that

no extension of forcign trade will immediately increase the amount of value in a
country, although it will very powerfully contribute to increase the mass of com-
modities, and therefore the sum of enjoyments. As the value of all fop;ng_n g?ads is
measured by the quantity of the produce of our land ar}d labour, vt'hn:h is given m‘
exchange for them, we should have no greater value if, by the discovery of new

markets, we obtained double the quantity of foreign goods in exchange of a given
quantity of ours, [Ricardo, 1951, p. 128].

Since in Ricardo’s model production techniques are given, Ill'le assump-
tion concerning an unchanged ‘amount of value in a country’ is prcclscllyi
equivalent to an assumption of constancy of the rates of macroeconomic
activity throughout the notional transition fror_n autlarky to trade. In the
history of economic thought, however, one can identify also another group
of contributions, highly heterogeneous in scope and nature, _scldcm
thoroughly formalised, heretic in spirit and often produced by outsiders to
the dominant economic tradition. In this composite group one may include
carly economists from the eighteenth and nineteenth centuries, such as the
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Reverend Tucker, Count Serra of Naples, Ferrier, List, Hamilton, as well
as parts of the analysis of Adam Smith. In more recent times one ,ﬁnds a
equally heterogeneous set of writers ranging from some technology-ga I;
and product-cycle authors (Posner, Freeman, Vernon, Hirsch) to Kaldop
Corn_wal] and Thirlwall, broadly in the post-Keynesian tradition; ‘stru;:
turalls_t’ writers in development economics, especially within lh‘c Latin
American tradition; economic historians, such as tiersclu:nkron and
Kttlznets; some modern French writers such as Bye, de Bernis, Lafay and
Mistral. Obviously, these contributions are highly different in nature
_and scope. However, one may state that they have in commeon, explicitly or
implicitly, one or several of the following assumptions; .

(i) Ir}t‘elrnational differences in technological levels and innovative capa-
bilities are a fundamental factor in explaining the differences in both
levels and trends in export, imports and income of each country.

(ii) Gclncral equilibrium mechanisms of inter-national and inter-sectoral
adjustment are relatively weak, so that trade has important effects
upon the rates of macroeconomic activity of each economy. Putting it
another way, the growth of each economy is often “balance-of-
payments-constrained and this constraint becomes tighter or looser
according to the levels and composition of the participation of each
country in world trade flows. The weakness of price/quantity adjust-
ments between sectors and between countries has to do partly with the
nature of technology (fixed coefficients, irreversibilities, etc.) and
partly with the nature of demand (sticky baskets of consumption, etc.)
As a tesult, what adjusts in the international arena is world market
shares \:mhin each sector and, through that, the levels of macro-

_economic activity generated by foreign demand.

(ii1) That same weakness of general equilibrium adjustments is such that
the intra-sectoral distribution of trade shares between countries and
their evolution through time can be explained by a set of country-
specific absolute advantages and without explicit reference, at least in
a first approximation, to price/quantity adjustments between sectors
and between factors’ returns.

(iv) Technology is not a free good.

(v) Thc allocative patterns induced by international trade have dynamic
implications which may either yield ‘virtuous’ or ‘perverse’ feedbacks
in the long term.

These assumptions have generally been stated in a rather confused way
by the early writers, who did not share the rigour and depth of any Ricardo
or Samuelson, and were often motivated simply by policy issues such as
prqteclion versus free trade. Nonetheless, they had preci_uus if confused
msights into complex problems of economic dynamics which were later
neglected in the cleaner but more restrictive formalisations of modern
trade theory. For example, Tucker (1774) (quoted also by Hufbauer,
1970) assumes that there is a macroeconomic link between technological
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advantages, international competitiveness and incomes, and discusses
whether the product-cycle effects induced by the lower wages of the "poor
country’ will eventually reverse the competitive position of the ‘rich’ vis-d-
vis the “poor’. His answer is reassuring for England: continuous technical
progress, higher capabilities of accumulation and institutional factors will
keep an absolute advantage there, despite the lower wages of the more
backward countries. Ferrier (1805) deals with the relationships between
irade and rates of macroeconomic activity in the light of the historical
experience of the Continental Blockade, arguing that there is a direct
negative link between import penetration and employment levels in the
relatively backward country due to a generalised technological disadvan-
tage and to the long term effects that de-specialisation in the most
advanced products (in that case, manufactures) exerts upon the capability
of progress and accumulation: *. . . | compare a nation which with its
money buys abroad commodities it can make itself. although of a poorer
quality, with a gardner who, dissatisfied with the fruits he gathers, would
buy juicier fruits from his neighbours, giving them his gardening tools in
exchange’. (Ferrier, 1805, p. 288).

[nterestingly. Adam Smith was equally aware of the dynamic implica-
tions of trade and his position appears almost symmetrical to Ferrier’s,
from the ‘advanced country’ point of view. First, he argues, trade has a
beneficial effect upon the rates of macroeconomic activities and employ-
ment because, in contemporary words, exports increase aggregate demand.
This is close to what Myint (1958) later defined as a ‘vent-for-surplus’
model of trade. Second, the enlargement of the market due to inter-
national trade feeds back upon the domestic division of labour and thus on
the trends in productive efficiency.

The argument of List (1904), German and nationalist, is directly against
Ricardo and Say. The practical matter at stake, as known, was the political
advocacy of protectionism and industrialisation. In List’s view, there is
nothing in the adjustment mechanisms on the international market (in
List's terminology, the adjustments ‘based on the theory of exchange
values’) which guarantees dynamic convergence between nations in terms
of productive capabilities and incomes (the ‘growth of productive forces of
a Nation’). In several respects, this view involves much more than an
‘infant industry argument’, the idea being that the long-term position of
each country depends jointly on its degrees of capital accumulation, its
global technical and learning capabilities,'” and a set of institutional factors
(social consensus, factory discipline, political conditions). According to
List, the adjustment processes set in motion by international trade might
well be detrimental to the development of these aspects of the ‘national
productive forces’. Putting it in modern words, static and dynamic econ-
omies of seale and differing income elasticities of the various commodities
will lead under free-trade conditions to divergence rather than factor-price
equalisation, and to growth polarisation with the concentration of produe-
tion in one country rather than welfare gains for both partners. In a similar
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perspective, these points have been emphasised in much of the early
development/trade/dependency literature (cf. Prebisch, 1950), and in the
historical analysis of the early industrialisationfopening of trade process in
the United Kingdom.

More recently and along the lines suggested by Kaldor (1970, 1975,
1980), Thirlwall and Vines (1983) have formalised such views in a multi-
sector North-South model and have studied the ‘consistency conditions’
between the two countries and the various sectors. The KaldorThirl-
wall-Vines approach, while incorporating some ideas similar to earlier
‘two-gap’ models of development —whereby the growth of the industrialis-
ing countries is shown to be constrained by either saving/investment
capacity or by the foreign exchange requirements'®—embodies a general
hypothesis that world growth is determined by ‘asymmetrical” patterns of
change in technical coefficients and demand composition. In this view,
processes of inter-factoral and inter-commodity substitution in response to
relative prices and excess factor supplies are of minor importance. What
adjusts is the level of sectoral and macroeconomic activity.

An ambitious multi-sector model along similar lines is that of Pasinetti
(1981), whose open-economy version determines the relative rates of
growth between economies in terms of evolution of relative productivities
and income elasticities of the commodities each country produces.

In all these models the difference in the income elasticity of the various
commodities plays a fundamental role and is assumed to dominate upon
the price/quantity adjustments in consumption baskets. Thus, as Thirlwall
(1980) shows, the income elasticities enter into the determination of the
foreign-trade multiplier of each economy (via import propensities and
export elasticities to world income). The other factor is obviously techno-
logy. *Polarisation’ in innovativeness is shown to imply ‘polarisation’ in
growth.

Interestingly, while both the Ricardian and neo-classical perspectives
focus upon the determinants of the parterns of specialisation, the set of
contributions reviewed above focuses on the relationship between trade,
levels of activity and growth. In terms of adjustment mechanisms, both
Ricardo and the neo-classical school hold the rates of activity constant and
study trade-induced changes in relative prices and relative quantities;
conversely, the ‘heretic’ stream often assumes away price/quantity adjust-
ments and studies the link between trade and rates of activity in both the
short and long term.

In order to highlight these differences, one may represent the early
heretic model as follows. Imagine two countries, Portugal and England,
producing two commodities, (wine and cloth) with only one production
factor: labour. Suppose that, at the beginning, the two countries are
absolutely identical: the same technical coefficients, same relative prices,
same patterns of consumption, same absolute prices as expressed in their
respective currencies whose exchange rate is equal to one. Suppose also
the existence of a non-reproducible asset, sav, gold, or alternatively
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tradable shares representing titles of ownership over the prod:ll-J%t;ve ac]:li\::!-l
ties. Finally, suppose that each economy has some surp_tlus a : L.Jr}w -
can be mobilised without any extra cost whe_never required. _C early, d
two countries, even if opened to the intcmalmn_al markets, will not :lra_ ci
Assume now an across-the-board improvement in the Portuguese tec Im:.:a
coefficients which leaves unchanged relative productivities ::md re_ﬁ.rwe
prices. In the perspective of both Ricardo and the neu-clas_smalsf;ul no
trade will occur. As Findlay puts it, *. . . gre_ater tcch_rmlogwal e 'Clzﬂiﬁ
cannot be the cause of trade if the relative difference is the same in bo
;' (Findlay, 1973, p. 57). . :
gﬂﬂod: tl(ml;IESm;‘ary, in ghat could be called a Smilh-cherrl_,mt mc-d-ell of
trade a one-way trade will occur with Porn:lga] progressively gamn;ljg
market shares on the English market in both wine and cloth. Cc:-rr—e:slpo;h;
ingly, gold or ownership titles wul? move frorn England tivlljlo'ﬂuEgd ,1 .
rates of macroeconomic activity will grow in Portugal. and fall in nguan i
The adjustment process to the Portuguese ‘Lechnolpglcal advance will not
stop until the exchange rate will have entirely adjusted to t[;le ['le}:eiu;;
chasing power parity determined by the new levels of pro ;Cll;lrl i
Portugal as compared to English ones. _[t is easy to define t :1: yna v;-
counterpart of the model. Imagine a continuous flow of t.echmcc_i nnpmk :
ments in Portugal. One will observe a continuously increasing mar e:-
penetration of Portugal on the English markets. The adjustment process
ssentially three forms.
ta};fi?si?s'l‘;:ttzl EIB:.gliSh currency continues to devaluate. ‘Second, gold o?
ownership titles continue to flow out of Engla_nd. T'Iurd,{llllle. Nrmtcsb lrcu
activity in Portugal continue to grow and the‘Englssh ones to fa 'd ota ky;
the increasing technological gap is reflected in llhc chang{ngl wqu ma}' (=
share in each commodity, even if no intcmanm:ral specghsatmn_ occurs.
One could broaden the model, for example, by introducing a th\rd.iom-l
modity, whisky, which only England can pro!:lucc due to sorni] nL: ur'ii
advantage. Then, under the above a.ssur‘nptlops, Eng.land w]11 S;)W my
converge toward an absolute specialisation in whisky while her short-ter ’
rate of activity and her long-term growth will dc_pend. upon the Ievcllsh arl:
changes in the Portuguese prnpensit}gl to drml; \:ﬁ;mky as compared with the
i >nsity rink wine and wear clothes. p P
Eﬂlﬁgzl:ll.g;gp;m:?y}Osﬂch a model embodies gross over-simplifications.
However, it illustrates probably better the e\f}dcnce on tl-lj.e free—traﬁc
adjustment processes following major techno!ugm?l polarisations than tlhe
Ricardian alternative. This is precisely what cunnqnemai writers from e
earlv nineteenth century had in mind: given the European _backwardne?sl
vis-g-vis England, laisser-faire tegimes would not have vielded mrt,m
gains from trade, but rather would have reduced Europe to a condition
s simi India. o
l“f;;L;l;}Elrﬂl[‘;gm counteracting this link butwe;n pnlar_isatmn _1_:; tf:clmoE
logy and in income levels is, of course, the international d{l l..!.blUI]”iJ.
tecl'mu'lngy. [ndeed. most modern technology-gap models focus on the
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crucial time element between innovation and imitation abroad as the trade
and income-polarising ‘reversal’ factor,

The basic assumption of modern technology-gap trade accounts is that
technology is not a freely, instantaneously and universally available good,
but that there are substantial advantages in being first. Thus in Posner’s
seminal model it is suggested that while technical changes and develop-
ments may influence some industries and not others, it is the technical
change originating in one country and not in others which will induce trade
‘during the lapse of time taken for the rest of the world to imitate one
country’s innovation’ (Posner, 1961, p. 323).

A similar point is made in Freeman's case study of the plastic industry:
“Technical progress results in leadership in production in this industry,
because patents and commerical secrecy together can give the innovator a
head start of as much as 10-15 years’ (Freeman, 1963, p. 22). Once
imitation has taken place, more traditional factors of adjustment and
specialisation would again take over and determine trade flows. In Huf-
bauer’s words: ‘Technology gap trade is . . . the impermanent commerce
which initially arises from the exporting nation’s industrial breakthrough
and which is prolonged by static and dynamic scale economies flowing from
the breakthrough” (Hufbauer, 1966, p. 23). There is. of course, nothing
necessarily ‘impermanent’ about these static and dynamic scale economies.
Coupled with new or improved product innovations they might well lead to
a more or less continuous trade flow.

Product life-cycle theories (Hirsch, 1965: Vernon, 1966) provide an
articulated trade picture along similar lines. They also integrate foreign
direct investment and view technology as part of a wider set of market
structure factors, including entry, product differentiation/standardisa-
tion, nature of demand. Vernon's original model is primarily demand-
determined: high levels of income and sophisticated demand patterns
induce innovative responses of domestic firms. More recently, the intro-
duction of supply factors has dealt with some of the weaknesses of the
original model (for a critical assessment see, Walker, 1979). The contribu-
tions here relate primarily to theories of innovation and can be seen as an

extension of post-Schumpeterian ‘evolutionary’ models (see Nelson and
Winter, 1982; Dosi, 1984) to the international field, where the emphasis is
on the dynamic/biological nature of international competition.'”

Another recent direction of investigation relates to the importance given
to the import and export of technology in shaping a country’s future trade
pattern. It opens the way to a further integration of foreign investment
theories (cf. Buckley and Casson, 1976, 1981, Dunning, 1981), technology
transfer and catching-up models (cf. Cornwall, 1977; Gomulka, 1971,
1978; Kotzumi and Kopecky, 1980), and dynamic diffusion models (see
Nelson, 1968; Nelson, Winter and Schuette, 1976; Nelson and Winter,
1982; Metcalfe and Soete, 1984) within a theoretical trade framework.

TECHNOLOGICAL CHANGE AND INTERMNATIONAL TRADE 415

The empirical evidence

The picture which emerges out of the innumerable_ number of empirical
trade studies is, as one might expect, far from uniform. Moreover, the
correspondence between theoretical models a_nd empirical tests is generally
poor. As Deardorff notes in his thorough review of trade studies,

Empirical tests of the theories are often faulted on the grouncls that lhc?'- test
propositions that do not derive rigorously from the theories. The reason is not
usually that empirical models are sloppy. Rather, the problem seems 1o lie in the
theories themselves, which are seldom stated in forms that are compatible with the
real world complexities that empirical research cannot escape. [Deardorff. 1984,
p- 468]

We will organise our review of an even more selected literature with
reference to the same themes and approaches discussed above. )

A major stream of research, not surprisingly, has t.’ee." concerned with
the explanation of the so-called ‘Leontief paradox’ within a by alnd large,
orthodox factor-proportions framework. As is well known, Leontief [1?53)
found that the composition of trade of the United States, clearly a capital-
abundant country, was biased in favour of labour-intensive exports and
capital-intensive imports. While the typical research strategy in Fhe.
theoretical field was simply to neglect the potentially disruptive implication
of such a falsification of the theory, the empirical strategy focused upon
additional variables which could explain away the ‘paradox’. This has been
one of the analytical procedures which has drawn attention toward
technology-related variables, typically labour skills and whaF has become
known as ‘human capital’. Many empirical studies, primarily concerned
with the US case, found these latter variables to be significantly currelglcd
with the American composition of trade (see, amongst others, Keesing,
1965, 1967: Baldwin, 1971; Harkness and Kyle 1975; Branson and
Monovios, 1977 Stern and Maskus, 1981). Moreover, Leamer (1980) has
arguc:'i that a proper test of the Heckscher-Ohlin n?udel must not _be
based on the factor content of trade but on the relative factor intensity
of production as compared to consumption. Using this criterion, Stern and
Maskus (1981) found that the Leontief ‘paradox’ did hold for 1958 but not
for 1947 or 1971. These empirical findings and refinements seem, at _ﬁrst
sight, comforting to the prevailing theory in its generalised version,
including a ‘technology-production” factor and extending the concept of
capital not only to human capital but also to ‘intellectual capital’, defined
as the “capitalised value of productive knowledge created by research and
development’ (Johnson, 1970, p. 14). However, one must have severe
reservations about these ‘revisionist’ attempts to accommodate the
evidence with a traditional factor-proportion view of trade flows. .

First, with regard to the conclusions bascd on Leamer’s mcthodo!ngmal
suggestions, the results are far from 'non-paradoxlcall‘ and depend crucially
on the chosen years. They therefore appear not particularly robust.

== i
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Second, as argued by Deardorff, the ‘acknowledgement of additional
factors of production cannot in theory explain Leontiel’s paradoxical
results regarding capital and labour’ (Deardorff, 1984, p. 481)

Third, the higher the distance of the underlying model from the original
labour/land framework, the lower appears the plausibility of the basic
assumptions. As already discussed in the previous section, one can hardly
consider ‘capital’ as an endowment whenever it is actually produced under
conditions of non-decreasing returns. It is even harder to define R & D as
an endowment, for its ‘size’ depends on highly discretionary decisions of
firms and public institutions.

Fourth, proper ‘tests’ of the Heckscher-Ohlin model must be based on
direct plus indirect factor contents. As discussed at length by Momigliano
and Siniscalco (1984), this correct procedure has been followed only by a
few studies."” The majority of them simply consider direct product
characteristics. This methodological difference matters. Thus Italy’s trade
performance is negatively correlated with the direct R & D content of each
commaodity but is positively correlated with the total content (direct plus
indirect, via input/output flows) (see Momigliano and Siniscalco, 1984).

Finally, there is the question whether empirical analyses of trade flows
can be usefully carried out at the level of intra-country, inter-sectoral
studies only. This methodological issue has been raised at a general level
by Leamer (1974) and Leamer and Bowen (1981). The problem stems from
different technology-specific characteristics which are likely to influence
trade flows and can be accounted for only in inter-country, intra -sectoral
analysis.

Given all these methodological problems and caveats, it is fair to con-
clude that most of the empirical studies based on cross-sectoral analyses
relating trade flows (either measures of comparative advantages or net
exports) to a menu of product characteristics, while useful in presenting the
possible regularities in the structural features of domestic supply and their
statistical correlation with the patterns of competitiveness, are far from
useful in highlighting any causal mechanism explaining international
competitiveness and specialisation.>”

The empirical validity of the endowment-based theory of trade remains
therefore very much subject to debate.?' As Hufbauer puts it,

Leontief's findings dealt an apparently telling blow 1o the simplistic two-factor
version. Various authorities have sought to repair the damage; their work in some

respects resembles the tortured efforts of pre-Copernican astronomers. [Hufbauer,
1970, pp. 267-8]

A different line of empirical enquiry has been concerned with the
patterns of relative inter-sectoral specialisations based on a simple
Ricardian framework. MacDougall (1951-52) showed that the sectoral
ratio of US to UK exports was well correlated with relative American and
British labour productivities. These results, confirmed by Stern (1962) and
Balassa (1963), do not, however, explain the sources of inter-sectoral
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differences in productivity and—as has been aqaguctl—muld be wnm‘;m,
also with a Heckscher-Ohlin model of trade.™ On the other hand, they
could also highlight the mechanisms Icading to comparative advantages on
the ground of sector-specific gaps or leads in tcchno]_g}r. - i
Empirical studies using the technology-gap t_radE: trameuml gr pro uh
life-cvcle theory. on the other hand, emphasise in Lhe_ first Ima.tan‘ct? the
intcr-'counlry differences in innovativeness as ic 13:'-1515- of 1ntemat10lnra].
trade flows. Rather than inter-industry variations in the technolc_:glcfﬂ
‘endowment’ of a specific country, it is the variati_on across countries in
innovativeness within each sector which seems crucial (sge. among other!f.
Freeman. 1963, 1963; Hirsch, 1965; Hufbauer, 1966; T1Il0n, 1971; Dosi,
1984). Most sectoral studies (e.g. on chemicals, plastics, process plapts.
electronics products, semiconductors; see the a.uthors J.ust mentioned) hlgh-
light the dynamic relationship between early innovative leads, economies
of scale, learning by doing, oligopolistic cxplmlanpn of l.hcse adv?mages,
and international competitiveness. As referred to in the introduction, one
of the most ambitious attempts of inter-country and inter-sectoral compari-
son of technology-based and producta:yclc-bflsed models as compared to
the other explanations of trade flows was carried out l?y Hufbauer (1970).
Hufbauer found that the commodity characteristics by country were
related to a set of country characteristics including variables related to
technology, economies of scale, product diffcrentia.tion_and patterns of
domestic demand. Whereas some of the proxies used implied high levels of
‘heroism’, they pointed to the widespread existtenc:tlt of coj.mtry-spi_:clﬁc
advantages/disadvantages related to technological mr}ovatmn, nat‘ionai
‘context’ conditions and forms of corporate behaviour different from “pure
competition’, . )
Siililar!v. the findings by Gruber and Vernon (1970), while broadly in
line with the Leontief ‘paradox’, highlighted the' homogeneity in t!\c
structure of exports (and production) among the major industrial COll.ll:li‘l‘]C-S
and their general correlation with per capita GDP. Walker (1979) cptu.a]ly
analysed the sectoral evidence on product-cycle patterns of production apd
expc;ris, finding that there are groups of pmd_ucts which do conform wﬂg
the prediction of a shift from advanced to |ntermct.iiat.e anq backwar
low-wage countries, while other groups appear more in line with _s.tralght—
forward technology-gap theories, whereby the advantage remains over
long periods in the most innovative oognlry(ies}. L, _
Irrespective of whether the nnalysxs_dcals with intra-country, inter-
sectoral comparisons or inter-national. {nlcr-sectgral ones, an important
methodological issue concerns the proxies used for _the technology vari-
able.?> With the exception of Davidson (1979), Pavitt and Soete (193@},
and Soete (1980, 1981), most empirical studies use technology input
proxies, such as R & D expenditure or R & D employment. Yet the C{CE.lC[
relationship between technology input and technology output remains
unclear. Most technology-gap models, however, by emphasising the crucial
role of new products and process innovations, make explicit the need for
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using a technology output proxy instead of an input proxy in explaining
international trade flows.

Some interpretative suggestions

As we have discussed at greater length elsewhere (Dosi, Pavitt and Soete,
1988), the empirical evidence on the composition and dynamics of trade
flows can be interpreted within what we consider to be a more satisfactory
interpretative framework based on wide-spread technological gaps among
countries, generally non-clearing markets, ‘Keynesian—Kaldorian’ links
between international competitiveness and macro-economic rates of
domestic activity, We also tried there to account for a few ‘stylized facts’ on
which this interpretation is based.

First, the international distribution of innovative efforts and innovative
results is far from homogeneous, even with the OECD countries, The
‘club of the innovators’ comprises not much more than a dozen countries,
has been relatively stable in its membership for almost a century—with
only one major entry (Japan), and shows interesting patterns of evolution
in the internal ranking of countries (e.g. Germany and the USA overtaking
England at the turn of the century as the major source of innovations, a
very quick catching-up process by Japan and to a lesser extent some
European countries, such as Italy after the second world war).

Second, these differences in innovative capabilities correspond to
cqually wide differences in labour productivities. Remarkably, as much as
one can infer from imperfect statistical evidence, these differences do not
correlate with analogous differences in capital/output ratios. That is,
differences in the ‘production functions’ rather than differences in
‘endowments” appear to be the fundamental feature of the international
system of production.

Third, cross-sectoral analysis shows a high sectoral specificity in the
opportunities and propensities to innovate and patterns of inter-sectoral
distribution of one country’s innovative strength and weakness which defy
traditional explanations (e.g. why is Switzerland strong in pharmaceuticals
and Sweden in mechanical engineering?).

Fourth, as regards trade flows, one obviously observes long term
changes in the patterns of national ‘revealed comparative advantages’ but
these changes are often inter-linked with country-wide changes in world
market shares which often occur in all (or most) sectors, although at
different rates (e.g. the British generalised decline or the Japanese rise).

It is against this background of stylised facts that we have started
constructing an alternative model of technology and trade.

Technology, we argue in line with several other chapters in this
book, cannot be reduced to freely available information or to a set of
‘Dlueprints’: on the contrary, each ‘technological paradigm’ with its forms
of specific knowledge yields relatively ordered cumulative and irreversible
patterns of technical change, which are also country—specific.
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A fundamental implication of such an analysis of technical E:hangt: is also
a theory of production whereby different (‘better” and ‘worse’) techniques,
products and firms co—exist at any point in time. S

Thus, the main mechanisms of change over time are evolutionary pro-
cesses of innovation and diffusion of unequivocally better T.ﬂ(.?l'lnlql.!ﬁﬁ and
products. This interpretation, partly modelled elsewhere (Dosi, Pavitt, and
Soete, 1988) can account for the continuous existence .Of technology gaps
between firms and between countries and for the condmon_s of con vergence
or divergence in inter-firm and inter-national [ccbnuloglcai cnpab:lmf,s.
according to the degrees of opportunity, cumulativeness and appropria-
bility that each technology presents. .

In this view, the degrees of innovativeness of cach country in any one
particular technology are explained —as regards It‘tjeir o_[igin—-lhrough llh::
inter—play between (i) science-related opportunities, (11) cuunlry—specxﬁc_
and technology-specific institutions which foster/hinder the emergence of
pew technological paradigms, and, (iii) the nature and intensity of
economic stimuli, which stem from abundance of particular inputs, or,
alternatively, critical scarcities of inputs, specific patterns of demand apd
levels and changes in relative prices. In this sense, the interpretation
suggested here accounts for the taxonomic evidence presented by the
particular theories of ‘market-induced’ innovations (e.g. product_—cy-:]cs.
demand-pull, relative-price inducements) and incorporates them in wlhal
we believe to be a more general view of the innovative process: certainly
there is a wide variety of economic inducements to innovation, bt_lt thes'c
belong to the necessary although not sufficient conditions. Sufficiency is
provided by the degrees of matching/mismatching I?t?twccn these generic
market opportunities and the institutional conditions related to tlhc
scientific/technological capabilities available in each country, the ‘!:-ndgmpg
institutions’ between pure science and economic applications, the expertise
embodied in the firms, the patterns of organisation of the major markets,
the nature and impact of public policies. ) .

Over time, capital accumulation and technological uccum.ulat%un are
inter-linked so that irreversible improvements in input efficiencies and
search/learning processes feed back on each other. In some respects, our
analysis overlaps with the question concerning ‘why growth ‘ratesls differ’ (cf.
the next chapter by Fagerberg). However, our interpretation is the polar
opposite to the traditional one (but consistent with Fugcr_berg s) ' instead of
explaining differences between countries in terms G_'f. differential endow-
ments, we argue that the fundamental inter-national differences relzge to the
country-specific conditions of technological learning and accumulauun._ _

The model of trade, only briefly hinted at here, takes these regu].an!lcs
as its starting point, and is based on the general existence of lechnulng‘@al
differences—that is: differences in input efficiencies, in product qualitics
and in performance —between countries. These gaps, we‘ argue. are I_he
equivalent of the Smithian/Ricardian ‘absolute advantages gnd deter_mmc
two fundamental processes of adjustment between and within countries.
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First, inter-sectoral intra-national differences in technology gaps/leads
vield a tendency toward relative specialisations in the sectors of ‘compara-
tive advantages’, This is the familiar mechanism of adjustment described in
the Ricardaian and, under different assumptions, neo-classical literature,

Second, and at least as important, intra—sectoral gaps/leads between
countries yield adjustments in world market shares, as suggested by some
of the ‘heretic’ contributions reviewed above. This adjustment process
relates to the notion of ‘absolute’ or ‘structural’ competitiveness of each
country. It is an ‘absolute” notion in the sense that it does not relate to any
inter-sectoral comparison (‘I am relatively better in this or that’), although
it is obviously relative to other countries (‘I am better or worse than
country B or C').

The link between absolute advantages/disadvantages and world market
shares (or per capita exports), within each sector and for each country as a
whaole is empirically quite robust: in previous tests (Soete, 1981, Dosi and
Soete, 1983), different degrees of innovativeness and differential produc-
tive efficiency perform as a good predictor of the inter-national distribu-
tion of export flows in more than three quarters of the forty industrial
sectors that we considered, despite the admittedly imperfect nature of our
statistical proxies,

Moreover, country-wide changes in innovativeness and input efficien-
cies are a significant part of the explanation of the long term changes in
national export shares in the world markets.

In our interpretation and in line with the arguments advanced by
Pasinetti (1981), comparative advantages are obtained only as a by-product
of both intra-national inter-sectoral changes in inputs allocations and
changes in the absolute amount of inputs each economy employs to pro-
duce for changing shares in the world market. That is, from a dynamic
perspective, revealed comparative advantages appear to be the ex post
result of sector-specific and country-specific learning dynamics, and of the
related inter-national intra-sectoral changes in competitiveness of firms
and countries.

This analysis can easily be linked with a ‘Keynesian® view of the deter-
mination of the rates of macroeconomic activity of each economy. Unlike
neo-classical trade analyses—which impose market-clearing in the model—
and unlike also Ricardian trade models —which, in order to identify equili-
brium specialisations, generally assume steady-state growth, our inter-

pretation requires changes in the levels of macroeconomic activity of each
economy in response to changes in international competitiveness (i.e.
relative changes in innovativeness, input efficiency, organisational
competence of domestic firms, etc). Thus, the link between absolute
advantages/disadvantages and world market share (or per capita exports)
is theoretically consistent with a determination of domestic aggregate
demand via the foreign trade multiplier.

Elsewhere (Dosi, Pavitt and Socte, 1988), with the help of a simple
formal model, we show that international gaps in technology define the
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boundaries of both ‘Ricardian’ processes of adjustments i_n spe::i?tllsatlons
and ‘Keynesian® adjustments in the rates of macrocconomic acltw]?y._Fr-:_)m
a dynamic point of view, it is the evolution in the 1E1novut1veflrpltaljvc
capabilities of each country which shapes the trends in the relative and
absolute rates of growth of the tradeable sector of each economy.

These theoretical propositions are broadly consistent with thq empirical
evidence reported and presented in Pavitt and Soete (1981) and in the next
chapter Fagerberg: the links between innovativeness and macroeconomic
growth, in cross-country analyses over the past eighty years, appear to be
rather strong, although the precise forms of that rclatiqnship depfltnd on
cach particular phase of development (i.c. each particular ‘regime of
international growth’, as hinted in Boyet’s chapter).

Conclusions

There are as will be obvious from the review section still major gapslin our
understanding of the role of innovation in international trade. One is n_:u:nly
beginning to analyze (i) the determinants of different national c‘apablht_les.
to innovate, imitate, and, generally exploit competitively the innovative
efforts: (ii) the nature and relative importance of the various adjyslmem
mechanisms within and between countries following such innovative pro-
cesses; (iii) the relationship between sector-specific patterns of competi-
tiveness and ‘general equilibrium’ factors, in the broader sense, llqked to
relative prices, inter-sectoral capital and labour mol?ility, etc; (iv) tr!e
implications of economies of scale, dynamic increasing returns (see in
particular Arthur’s chapter in this book), oligopolistic torlr_ls of market
organisation, international investment and all the factors which generally
go under the heading of ‘imperfect competition’; (v) 1h? long-term
relationship between innovation, trade and growth. All these issues are as
much in need of empirical research. ;

Our own approach as sketched out above, can be s_umman;ed by the
following propositions: First, the ‘microfoundations’ of mternatlonal'trade
analysis, consistent with the available evidence, should be fpund in the
extension of an ‘evolutionary’ interpretation to the international arena.
Second, in such evolutionary dynamics, what appears to be, ex post, a
‘comparative advantage’ is in no proper sensc the result qf any ‘t.end'ow-
ment’ but the outcome of processes of learning—innovation, imitation,
organisational change—which have both sector and country speclﬁc1tles.
Third, the innovative process, by allowing various sorts of (static and
dynamic) increasing returns generally entails also forms of market inter-
actions different from perfect competition. Fourth, these same properties
of technical change imply the possibility of those frrevcrsrbf’e processes
discussed in Arthur's chapter, and, thus, also. from a norr‘nalwe point of
view, the possibility of ‘virtuous’ or ‘vicious’ circles in innovativeness,
competitiveness and growth. Fifth, the micro-economic and sectoral levels
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and cha_nges in international competitiveness, determined under condition
af commuaus_ technological learning and limited short-term substitution in
both pr_oduct:on and consumption, appear also to represent the micrm
foundi}tmns of many macro-economic analyses, in particular those wi?l-;
some ‘Keynesian' ascendancy whereby economic systems seldom hit a
powerful scarcity constraint, but are limited in their growth by aggre %
demand and foreign balance requirements. e
The largest part of the theoretical analysis of these processes is still to be
donc._ IHov.fever, we would argue that these contain some of the mo
promising links between the evidence on trade flows and patterns and thSt
interpretations of innovation, industrial evolution and patterns of gro 1e1'
discussed in the other chapters of this book. e

Notes

L. Extensive reviews of the trade literature can be found in Bhapwat
Chlr{man (1965/66), Stern (1975), and Jones and Kenen “;1;5;”1::151;6:3;
specifically on the issues related to technology and inrcrnnticmii trade, in
Hufbauer (1966, 1970), Chesnais and Michon-Savarit (1980), Aho and Ra;cn
(1980_}, Dosi and Soete (1983), Soete (1985) and Lyons (1986). -

. That is the Heckscher—Ohlin theorem, stating that the relative specialisation
of _each country is in those commodities which use intensively those factors
\Svhp:.h are relatively abundant in that same country,

. Such as, for example, the analyti ; CASes Wi
e faF?: iy ytical treatment of those cases with more

) ff.'i]f course this is necessarily so if the economies of scale are internal to each

rm.

T F?r a t‘huruugh review, see Helpman (1984). An interesting collection of some

o th? state-of-the-art’ contributors in the field is in Kierzkowski (1984).

- For “imperfect competition’ models see, among others, Markusen (1980}
Lancaster (1980), I-‘Ielpr_nan_ (1981). Helpman and Razin (1980), Melvin an:i
Warne (1973). The implications of economies of scale in a neo-classical, open-
economy growth model are analysed in Krugman (1984). For an overview see
Helpman and Krugman (1985).

. This line of enquiry is in many way ; i

quiry ays an attempt at a synthesis between the
?cckschcraohIm—Samuelsun model and Linder's model (cf. Linder, 1961)
or a ing inati i [ :
(1934.},’“0 el accounting also for multinational investment, see Helpman
8. cf. the special issue of The Journal of Industrial Economies edited by Caves
{IQS_UL Brander {_I‘J_Hl), Jacquemin (1982), Brander and Krugman (1983),
Dosi (_1‘5184)1 MOITI].gllEﬂ_C: and Dosi (1983), Caves, Porter and Spence (1980).
9. That is, a general equilibrium model with sector-specific and inter-sectoral
. immobile factors (see Jones and Neary, 1984).
. On this issue, see, for a *Cambridge view', Ste
i . : ge view', Steedman (1979, 1980). Metcalfe
and Ste?dman (1981), and the replies by Ethier (1981) and Dixit (1981).
1. Imcregmgly. the standard neo-classical way out of the difficulties with regard
to ".‘:’.I]_Jil?l measurement has been, in the closed economy case, through general
equilibrium models of Walrasian ascendancy. This possibility is generally
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19.

20.

precluded in the field of international trade, since the specification of a long
vector of ‘endowments’ implies nearly tautological conclusions. It is of little
interest, as Corden puts it crudely, to have a ‘theory’ which says ‘that Switzer-
land has a comparative advantage in watches because she is watchmaker-
intensive or that the United States export 747s because she is intensive in firms
or engineers capable of making 7475 (Corden, 1979, p. 9.). In tade-related
capital theory the standard procedure is simply to assume that the measure-
ment problem does not exist ex fiypothesi: ‘Suppose that . . . the common
technology has no factor-intensity reversal . . .’ (Ethier, 1981, p. 274).

. This is not the place to discuss these issues. Suffice to make one remark. With

time and reproducibility of capital (in the form of machines, etc.), the
‘dynamic’ equivalent of the timeless Heckscher-Ohlin-Samuclson model
becomes one where the ‘scarcity constraints’ are the rate of growth of the
labour supply and the saving rate. This strictly pre-Keynesian view of the
growth process raises many questions: how does one account for all periods
and countries in modern history characterised by structural unemployment of
one kind or another? Do ‘scarcity constraints’ functionally define the system
even in the presence of continuous technical progress and widespread
economies of scale? Where is there proof that it is the rate of saving which
determines the rate of investment and not vice versa such as in the Keynesian—
Kaleckian view? Where is the evidence that countries characterised by higher
saving propensities also present higher capital ‘endowments’ and relatively
capital-intensive exports?

. This is equally true for the models of *pure’ competition as well as those based

on imperfect competition or oligopolistic strategic interaction.

. Obviously, this assumption is necessary 1o base the analysis on unit functions,

indifference curves, isoquants, elc.

. For a reappraisal of List’s view on the importance of the national techno-

seientific system, cf. Freeman (1987).

. See Chenery and Bruno (1962), Chenery and Strout (1966), Findlay (1973).

For a thorough critical analysis of the debate on North-South differences,
terms of trade, development, see Bacha (1978). A review of the trade/
development literature, cf. Findlay (1984).

. See Klein (1977, 1978). Klein's work focuses on individual firm behaviours in

relation to industrial innovation. For an overview of this line of enquiry, see
Graham (1979).

. Some scattered and less convincing evidence exists also for Sweden (Berg-

strom-Balkestahl, 1979) and Canada (Hanel, 1976). Thorough reviews can be
found in Deardorff (1984) and Onida (1984).

To our knowledge, since Leontief (1953, 1956), the total factor contents has
been used only by Carlsson and Ohlsson (1976).

One can interpret in this way also the results of those studies which include
among the ‘independent’ variables a lot of factors of which only few can be
derived by a standard factor-proportion model; cf. for example, Wells (1969).
Maral (1972), Finger (1975b}.

Romney Robinson: *. . . in models which demand that all phenomena be
subsumed either under production functions or under factor availability, it
means that there is nothing left on the supply side but factor proportions o
account for price differences. Yet if different production functions were
admitted. then the theory, confronted with evidence of trade contrary to that
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indicated by factor supplies, could always take refuge in the plea: ‘different
production funetions’. But that would reduce it to a banality. Any pattern of
trade could be explained in such terms’ (Robinson, 1968, p- 6=7).

22. See Falvey (1981} and Deardorff (1984). Bhagwati (1964) challenged the
theoretical foundations of these ‘Ricardian’ tests. The critique is somewhat
surprising in the light of the relatively little amount of ad hoc assumptions
required to derive the tests from the theory, especially as compared to those
necessary to the factor-proportion models.
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Introduction

This chapter focuses on the importance of creation and diffusion of techno-
logy for differences in economic growth across countries.

The question of how technology and growth relate is not a new one. The
classical economists have discussed this question extensively, but attempts
to study this relation empirically on a cross-country basis are much more
recent. In fact, with one exception (Tinbergen, 1942), the first attempts
were made in the mid- to late 1960s (Domar et al., 1964; Denison, 1967).
The next section discusses how this question is treated in some influen-
tial post-war studies on ‘why growth rates differ’ between countries.,
Generally, these studies either ignore technological differences between
countries or treat them as accidental and transitory. Diffusion is assumed
to take place relatively automatically, either as free knowledge or through
the addition of new vintages of capital to the capital stock. The role of
innovation is normally ignored, except in the case of the technological
leader country, and then treated in a very superficial way. Thus the models
underlying most of these studies can generally be characterized as
‘convergence-to-equilibrium models’. No surprise, then, that these studies
have difficulties in explaining phenomena such as ‘changes in technological
leadership’ or the existence of ‘laggards’.

The remaining part of the chapter develops and tests a simple model of
‘why growth rates differ’ which is more in line with the approach of this
book. In the model, economic growth is assumed to depend on three
factors: creation of new technology, diffusion of technology, and efforts
related to the economic exploitation of innovation and diffusion. Contrary
to many other approaches to the subject, this model allows for both
convergence and divergence between countries. In the final part of
the chapter, the model is tested on a sample containing data for twenty-
seven developed and semi-industrialized countries between 1973 and
1983,

Lessons from previous research

Studies of why growth rates differ between countries may roughly be
divided in three groups: (a) ‘catch-up’ analysis; (b) ‘growth accounting’;
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and (¢) ‘production-function’ studies. Let us consider these approaches one
at a time.

{a) ‘Catch-up’ analysis

The idea that differences in economic growth between countries are
related to differences in the scope for imitation is normally attributed to
Veblen (1915). Since then, several economic historians have ar_laly;sfed
problems related to industrialization and growth from this perspective.

More recently, Abramovitz (1979, 1986) and Maddison (1979, 1982,
1984) have applied this perspective to the differing growth performance of
a large sample of industrialized countries. According to these writers, large
differences in productivity levels between countries (technological gaps)
tend to oceur from time to time, mainly for accidental reasons (wars, etc.).
When a technological gap is established, this opens up the possibility for
countries at a lower level of economic and technological development to
‘catch up’ by imitating the more productive technologies of the leader
country. Since these writers hold technological progress to be partly
capital-embodied, they point to investment as a critical factor for SI.lCCBSSfI.Ill
‘catch up’. They also stress the role of demand factors, since demand is
assumed to interact in various ways with investment and the pace of
structural change in the economy. For instance, the deceleration of
productivity growth in the last decade is partly explained in this way. Thc_:.r
mention the importance of institutions, but do not discuss this in detail
because of the methodological difficulties that are involved.

The works by Abramovitz and Maddison are to a large degree descrip-
tive, and as such they are very useful. They convincingly support their
arguments by comparing data for productivity levels and economic growth/
productivity growth across countries, and these comparisons are some-
times supplemented by descriptive statistics/simple statistical tests. Other
scholars working in this tradition have extended these tests in various ways
and reached similar results (Singer and Reynolds, 1975; Cornwall, 1976,
1977). However, they all concentrate on diffusion processes and ignore
innovation aspects. As pointed out already by Ames and Rosenberg
(1963), writers in this tradition have great difficulties in analysing pheno;
mena such as developments in leader countries’, changes of leadership,
and the existence of ‘laggards’.

(b) ‘Growth accounting’

For many years, Kuznets and his colleagues devoted much effort to the
construction of historical time series for GDP and its major components
(national accounts). The post-war ‘growth accounting’ £XErcises grew more
or less naturally out of this work. While national accounts presented
decompositions of GDP, growth accounts attempted to decompose the
growth of GDP. The first analysis of this type was carried out by Abramo-
vitz (1956) in a historical study of the United States. What he did was to
sum up the growth of inputs (capital and labor), using ‘prices’ or factor
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shares as weights, and compare the result with the growth of output as
conventionally measured. The result, that about one-half of actual growth?
could not be explained in this way and had to be classified as unexplained

tqtal factor productivity growth, surprised many, including Abramovitz
himself:

This result is surprising . . . Since we know little about the causes of productivity
increase, the indicated importance of this element may be taken to be some sort of

measure of our ignorance about the causes of economic growth. [Abramovitz
1956, p. 11] 3

Ab]'amovitz discussed briefly possible explanatory factors behind this large
residual, emphasizing research, education, learning by doing, and econ-
omies of scale. From this, researchers have followed different paths in
‘squeezing down the residual’, as Nelson (1981) puts it. One has been to
embody as much as possible of technological progress into the factors
themselves, as suggested by Jorgensen and Griliches (1967).° Another
foil_owing Ambramovitz's suggestions, has been to add other explanatm}"
variables, thereby reducing the unexplained part of the residual, which
following Solow (1957), is normally attributed to technical change. ’
Denison was the first to apply this latter methodology to the study of why
growth rates differ between countries (Denison, 1967; Denison and

Table 20.1 “Why growth rates differ’ (Denison)

1950-62 1953-61
us Western Italy Japan
Europe'
Growth? 3.4 4.7 6.0 5.1
of which:
[_al:u_;r 1.1 0.8 1.0 1.9
Caplltal 0.8 0.9 0.7 1.6
Residual (TFP) 1.4 3.0 4.3 4.6
of which: -
Technology [ 1.3 1.7 1.4
Resource allocation 0.3 0.7 1.4 1.1
Scale factors 0.4 0.9 1.1 2:{}
For comparison:
National income per
person employed’ 100 59 40 35

Sources: Denison (1967), Chapter 21; Denison and Chung (1976), Chapters 4 and 11,

Belgium, Denmark, France, Germany . Metherlands, Norway and United Kingdom.

The columns do not always add up because of rounding errors and other minor adjust-
ments not reported here,

In 1960 US prices (except Japan: 1970).

2
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Chung, 1976). Regarding technology, Denison’s work rests on a view very
similar to the one which characterizes many ‘catch-up’ analyses,” but his
conclusion differs from theirs. Some of his main results are summarized in
Table 20.1. As is apparent from Table 20.1, the results indicate a close
connection between the size of the residual and the level of development.
This could, of course, be interpreted in support of the catch-up approach. But
Denison attributes about two-thirds of the differences in residuals between
the United States and the rest of the countries covered by his investigation to
other factors (improvements in resource allocation and the exploitation of
economies of scale), In fact, when these factors are adjusted for, only France
and Germany among the Western European countries seem to catch up in
terms of technology. In his 1967 study, he therefore concludes:®

On the surface, to reduce the gap greatly would not seem very difficult if the
businessmen, workers and governments of a country really wished and were
determined to do so . . . In contrast to this a priori impression of possibilities, the
histarical record up to the early 1960s, at least, suggests that either the desire is
lacking or imitation is a very difficult thing; most countries seem to have made little
progress. [Denison, 1967, p. 340]

However, when Denison discusses the contribution from increased
exploitation of economies of scale, what he mainly refers to is increased
aggregate productivity caused by increased productivity in the production
of durable consumer goods. But where does the technology used to pro-
duce consumer durables come from, if not from the United States? In fact,
the 1950s and 1960s are exactly the periods when the production of con-
sumer durables spreads from the United States to Europe and Japan. A
similar argument can be made for structural changes. Without the growth
of new industries based on imported technology, such as, for instance,
consumer durables, would these changes have taken place to the same
extent? Thus we will argue that Denison’s conclusions rest on rather shaky
assumptions, and that it is quite probable that he seriously understates the
importance of diffusion of technology from the United States to Europe
and Japan in this period.”

On a more general level, this illustrates a major weakness in growth-
accounting analysis. As pointed out by Nelson (1973, 1981), most of the
variables which the growth accountants take into account are inter-
dependent, and without a theory of how these variables interact, de-
compositions cannot claim to be more than mere illustrations of the growth
process."” To explain differences in growth between countries, it would be
necessary to distinguish between “active factors’ (‘engines of growth’), and
more ‘passive factors’ which, though permissive to growth, cannot them-
selves be regarded as causal, explanatory factors, and the relations
between the various factors would have to be determined and explained.
Furthermore, the contribution of innovation to economic growth, not only
in the United States but everywhere, would have to be worked out and
integrated into the analysis."'
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‘Production-function’ studies

As noted, the growth accounting exercises relate the growth of output to
various input factors. Solow (1957) was the first to provide a formal
theoretical framework for this type of analysis.'” Following standard neo-
classical equilibrium assumptions (perfect competition, full capacity
utilization, full employment, no economies of scale, etc.), he assumed that
production (@) could be related to technology (A) and the factors of
production (capital (K) and labor (L)) in the following way:

(1) O = A(n FIK(,L()

Let small-case letters denote rates of growth. By differentiating. dividing
through with 2, and substituting the partial elasticities of output with

respect to capital and labor, Elgg and Elg, ., into the equation, we arrive
at:

(2) g =a+ (Elpx)k + (EloL)i,

Since under neo-classical assumptions the partial elasticity of output with
respect to labor, Elg,, equals the workers' share (s.). and the partial
elasticity of output with respect to capital, Elyy, the capitalists’ share (§g)
of net output, the rate of growth can now be written as the sum of the rate
of growth in the capital stock, weighted by the capitalists’ share in net
output, the rate of growth in the labor force, weighted by labor’s share in
net output, and the rate of growth of ‘technology’ (‘total factor produc-
tivity growth’ (a)):
(3) g=a+sgk+ 55

Equation (3) obviously provides a theoretical justification for growth
accounting, even if the underlying assumptions are much stronger than
those which underlie most applied work in this area. But Solow's work did
also represent the starting point for econometric studies of ‘why growth
rates differ’ between countries. Chenery (1986) provides a summary of
some of the main results from econometric applications of production
functions on cross-country samples consisting of less developed. semi-
industrialized or developed countries. Generally, these studies show that
Solow-type production—-function models explain very little of the observed
differences in growth between semi-industrialized or less-developed coun-
tries. According to Chenery, the main reason for this is that the equili-
brium conditions which underlie the neo-classical approach do not hold for
these countries. He concludes that

In particular, disequilibrium phenomena are shown to be more significant for the
former (semi-industrialized) than for the latter (developed). Thus, although neo-
classical theory is a useful starting point for the study of growth, it must be modified
substantially if it is to explain the essential features of cconomies in the process of
transformation. [Chenery, 1986, pp. 13-14]

Following this line of argument, several atlempts have been made to
extend the production-function approach by adding other explanatory
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Table 20.2  Sources of growth in semi-industrialized countries 1964-73

Regression coefficient Contribution to growth
Growth 6.4
of which:
Labor 0.766 1.8
(3.73)
Investment 0.135 2.7
(2.90)
‘Residual’ 1.9
of which:
Exports 0.246 0.5
(2.96)
Manufacturing 0.809 1.5
(3.68)
*Constant’ —0.002 =0.2
(0.132)

R? (adjusted) = 0.75; N = 29

Source: Feder {1986), Tables 9.9-9.10, Model V". _
The contributions do not add up because of rounding errors. The numbers in brackets are r-
values.

variables, reflecting various types of disequilibria which exist within coun-
tries.'? The main arguments in favor of this may be summarized as follows.
Many countries, especially developing countries, are often assumed to
have a *dual’ economy, consisting of a high-productive modern sector and a
low-productive traditional sector. In this case, it is argued, a mere transfer
of resources from the traditional sector to the modern sector should raise
growth. A similar perspective is often applied to the relation between the
export sector and the rest of the economy, because the export sector is
often assumed to be more productive than other sectors. A recent applica-
tion of this methodology to a sample of semi-industrialized countries may
be found in Feder (1986). He estimates a neo-classical production function,
with variables reflecting the development of exports and manufacturing
production added. on a cross-country data set for the period 1964-73 (see
Table 20.2). When compared with Denison’s estimates for countries on a
comparable level of development (Italy and Japan), some important di[fler-
ences emerge. First, the combined contribution of capital and labor explains
about two-thirds of actual growth, compared to between one-third and
one-half in Denison’s caleulations. Second, the contribution of capital is
relatively more important in Feder than in Denison. Third, Feder does not
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distinguish between economies of scale and other factors related to re-
allocation of resources. Fourth, Feder totally ignores the contribution of
innovation and diffusion. The latter is, of course, the most striking,
Following this approach, the question of “why growth rates differ’ between
countries can be answered without any references to technology,

However, there are important methodological problems here. To what
extent can the introduction of disequilibrium conditions be defended
within a framework which assumes equilibrium from the start? The pure
neo-classical growth model. as set out by Solow and others, pretends to
explain economic growth from factor growth and technological progress.
But the explanatory power of the model rests solely on the underlying
equilibrium assumptions. If these assumptions do not hold, it is not at all
clear how an estimated neo-classical growth model should be interpreted.
For instance, in a situation where unemployment prevails, it is not obvious
that growth in the labor force should be assumed to add anything to
economic growth.™ Furthermore, to what extent can structural changes,
though facilitated by the existence of large. low-productive sectors populated
by ‘surplus labor’, be counted as independent, explanatory factors of
growth in the same sense as capital accumulation or innovative efforts?
Why is it not the other way around, that structural changes are caused
by capital accumulation, innovative efforts and growth? Thus neo-classical
students of why growth rates differ seem to be faced with the following
dilemma: either stick to the traditional neo-classical assumptions—this
produces a logically coherent explanation that predicts poorly: or add
additional variables that destroy the original equilibrium framework—
then predictions become much better, but the model ceases to explain
anything.

Chenery and others should be credited for having shown that the equili-
brium conditions on which the production-function approach is built
cannot be defended in studies of why growth rates differ between coun-
tries. However, they miss their point when they mix together a model built
on equilibrium assumptions and factors reflecting disequilibrium condi-
tions, without showing explicitly how the various factors interact and what
the tundamental causal factors are. It is disappointing, also, that they
normally'® ignore the differences in technological levels and innovative
performances across countries, which we believe to be one of the most
fundamental disequilibrium mechanisms of the world economy. In our
view, what needs to be done is to study ‘why growth rates differ’ from a
theoretical framework which assumes disequilibrium conditions right from
the start.

A technology-gap theory of economic growth

Essentially, the technology-gap theory of economic growth is an applica-
tion of Schumpeter’s dynamic theory of capitalist development, which was
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developed for a closed economy, to a world e::-onmny charactzilzclc; 1I::)y
competing capitalist nation-stat_cs.! r'fnllowmg Schumpeter {19: > 1989,
1942), the technology-gap theorists'” analyse economic devclopnu,n_t as .:
disequilibrium process charactcrizeq by the |nlcrpla;,' of two m"ﬂm.'?&[
forces: innovation, which tends to increase economic ;nd tEL‘h.n(}iUglLd
differences between countries, and imitation or diffusion, wblch ter_uds
to reduce them. Thus, whether a country tj:ehmd thfs \:vmfld |nnovat|pn
frontier succeeds in reducing the productivity gap vis-a-vis the fronther
countries does not only depend on its imitative efforts, but also on is
innovative performance, and on the innovative performance of the frontier
countries. Furthermore, even if a country behind the world innovation
frontier may succeed in reducing the productivity gap through m:{lr}]y
imitating activities, it cannot surpass lhz‘e frontier countrics in productivity
without passing them in innovative activity as well. In genm:al.. the outcome
of the international process of innovation and diffusion —with regard to the
economic development of different countries—is uncertain. The process
may generate a pattern where countries follow diverging trends, as well as
a pattern where countries converge towards a common mean.

To do full justice to the Schumpeterian theory outlined above, the wprld
economy should be modelled both from the technology side, characterized
by creation, diffusion and contraction of competing technological systems,
and from the side of competing nation-states, characterized by different
technological levels and trends, institutional scttings, .and- internal struc-
tural disequilibria.'” However, for the purpose of highlighting some of the
reasons behind ‘why growth rates differ’, we will assume that a simpler
approach may do. : & ke

Assume that the level of production in a country (Q) is a multiplicative
function of the level of knowledge'® diffused to the country from abroad
(D), the level of knowledge created in the country or ‘national techno-
logical activity’ (N), the country’s capacity for exploiting the benefits of
knowledge (C), whether internationally or nationally created, and a
constant (Z)

(1) Q= Z D*N®C", where Z is a constant.

By differentiating and dividing through with @, letting small-case letters
denote growth rates:

(2) g=od+pn+1c

Assume further, as customary in the diffusion literature, that the diffusion
of internationally available knowledge follows a logistic curve. This implies
that the contribution of diffusion of internationally available knowledge to
economic growth is an increasing function of the distance between the level
of knowledge appropriated in the country and that'oi the country on the
technological frontier (for the frontier country, this con?nbuuon ".““ _l:u:
zera). Let the total amount of knowledge, adjusted for differences in size
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of countries, in the frontier country and the country under consideration be
Trand T, respectively:

@) d=p-p(TIT)
By substituting (3) into (2) we finally arrive at:
4) g=ap-an(TITy) + Bn + 7c
Thus, following this approach, economic growth depends on three factors:

— the diffusion of technology from abroad (imitation): the contribution
of this factor increases with the distance from the world innovation

frontier;

the creation of new technology within the country (innovation);

the development of the country’s own capacity for exploiting the

benefits offered by available technology, whether created within the

country or elsewhere (‘efforts’),

The model developed above does, of course, present a very simplified
picture of reality, especially with respect to diffusion. For a more
thoroughgoing discussion of diffusion aspects, the reader is referred to
chapters by Perez-Socte and Unger in this book. But the model differs
from the one which until now has dominated most empirical work on
technological gaps and economic growth in at least one respect: It incorpo-
rates the effects of national innovative performance. As pointed out by
Pavitt (1979/80) and Pavitt and Soete (1982), the omission of the innova-
tion variable in most applied work makes it difficult to explain diverging
trends, whether represented by laggards or related to the questioned changes
in technological leadership. However, the reasons for this neglect are
probably not only rooted in the deep influence of equilibrium or conver-
gence assumptions on current ¢conomic thinking, but also in problems
related to the measurement of innovation and diffusion of technology
across countries. The latter will now be considered more closely.

Productivity, patents and R & D

In the preceding section, we defined two concepts related to a country’s
level of economic and technological development. the total level of know-
ledge appropriated in the country (77, and the level of knowledge created
within the country (N).

The first concept (T) refers to the total set of techniques in use in the
country, whether invented within the country, or diffused to the country
from the international economic environment. T cannot be measured
directly. What can be measured, however, is the output of the process in
which these techniques are used, or the level of productivity (Q/L). We
have. therefore, as a number of earlier studies chosen to use Real GDP per

WHY GROWTH RATES DIFFER 41

capita as a proxy for T. However, sinF:c current pricc!; ;111(!Ixétg1limii
rates are known to produce downward-biased estimates o dcahl. e |'rﬂn_
capita for countries with productivity levels hcl_nw the wofld per uv:}:1 ml \ st
tier: we adjusted the data on GDP per capita accordmlgl} on t1 e h-lb'q(m
results obtained by the ‘United Nations International Comparis
s s 19
pl'tplfiis;:cund concept (N) refers to the cmmltrly's own creation oft}ech;:lq-
logy. or its level of national technological activity. To ﬁnd l:j Pfc'lxy] ndr td is,
we'have to look outside the range of variables traditionally |.nc udes |n
growth studies. It is customary to divide measures of tecl:mologlcai activity
into ‘technology-input’ measures and ‘technology-output meas-.}rfes (Scfelz
1981). Of the former type, cxpcndliulrf':s on educ?uon.l rene.:;ch an
development, and employment of scientists an_d engineers may be mqin—
tioned: of the latter, patenting activity. Regm_'dmg thelfurmer_typcl,lthwc
measures reflect to some degree both imitation and m.no'var!onﬁ_s,mce a
certain scientific base is a precondition for successful imitation .m mosl
areas (Freeman, 1982; Mansfield, 1982). Another problem _wn:h .wc}-mﬁ},
logy-input’ measures is that data gencrall.}' are of a poor quality, especially
for non-OECD countries. Patenting activity, on the other hand, r{?ﬂccts:
the innovation process much more directly lhaln ‘tcchnulugy-‘mput
measures, even if the propensity to patent varies cong:dcrab]y across indus-
tries (Pavitt, 1983). Furthermore, data on patents ex}st for a Iarge group of
countries and long time-spans. Until recently, (.jlffclrcnccs in national
patenting regulations were considered to m?:kc it difficult to compare
ing activities s © ies.2" but this problem may be signifi-
patenting activities across Luun!rles._ p Rephg :
cantly reduced by limiting the analysis to patenting acliviies of di mten
countries in one common (foreign) market (Soete, 19&}1}. Cont_rary to
Soete who used patenting in the United States as an indicator, 1h|§ aludv
uses patenting on the world market.”! This has the advantage that it gives
data for the United States.

Let us now take a closer look at the relation between the two concepts
as well as the proxies chosen. What we should expect, following the
technologyv-gap argument. is that the 1cchnnlnglcallylmmr _aq'wzmced
countries. in terms of high levels of national technological activity (N),
also are the economically most advanced. in terms of GDP per capita
(T). Since the relation between own and foreign-produced lc-.?hnnIoE):
should be expected to increase rapidly as the country moves t.r.mards the
world innovation frontier, the relation between GDP per capita (n and
national technological activity (V) should be expected to be log-linear
rather than linear, and steeper for patent-based than for R & D-bascd
indices since the latter to a large degree reflects both imitation and
innovation processes. ) s

These hypotheses are tested on cmss-sc_ctmngl data (vearly :1'~.Lr1 I :
from the 1973-83 period. The sample consists of twenty-seven developed
and semi-industrialized countries for which data are available (twenty-four
for R & D). The following variables are used:
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Table 20.3  The relation between productivity and technological activity

(1) 7= 572+ 0.02EPA R =045 (0.42),
(9.80)= (4.49)* SER = 2.14, DW = 0.72
(2) T= -1.44 + 2,14 InEPA, R =0.72 (0.71),
(=1.25) (8.06)* SER = 1.52, DW = 1.58
(3) T= =428+ 845In1n EPA, R? = 0.75 (0.74),
(—=3.07)* (8.69)= SER =144, DW = 1.79
4y T= 416+ 0.32RD, R =10.53(0.51).
(4.84)* (4.98)* SER = 1.89, DW = 1.27
(3) T= 049+321nRD R =10.55 (0.53),

(6)

(0.33) (5.18)*

T= 3.65+541Inln RD,
(3.33)* (4.27)*

SER = 1.85, DW = 1.21
R? = 0,45 (0.43),
SER = 2.04, DW = 1.03

N (1-3) = 27, N (4-6) = 24

* = Significant at the 1 per cent level at a two-tailed test.

SER = Standard error of regression.

D'W = Durban-Watson statistics,

The numbers in brackets under the estimates are t-statistics. The numbers in brackets after &2

are R* adjusted for degrees of freedom.

T = GDP per capita in constant 1980 US dollar (adjusted for differ-
ences in purchasing power of currencies)

RD = Civil R & D as % of GDP

EPA = External patent applications per billion of exports® (constant 1980
dollars)

The results are given in Table 20.3. First, whatever the form of the
independent variable, a positive relation between productivity and
national technological activity exists, significantly different from zero at a
1 per cent level. Second, as expected, the best results are obtained for log-
linear models (log for R & D and double-log for patents, which implies a
steeper curve in the latter case). Third, the correlation between produc-
tivity and patenting is much closer than between productivity and R & D.
Fourth, in the case of productivity and R & D, the residuals show signs of
serial correlation.** This indicates that countries on almost the same level
of productivity tend to have correlated residuals, i.e. that the estimated
level of R & D deviates from the observed level in a systematic way
depending on the level of productivity (see graph 2 below).

Figure 20.1 plots the actual and estimated number of patents per billion
of exports against GDP per capita (model 3 above). As can be seen from
the figure, with some exceptions, the countries of our sample fit the
regression line quite well. The main source of variance is Japan and a
group of small, developed countries headed by Norway. Figure 20,2, which
plots actual and estimated R & D against GDP per capita (model 5 above),
shows that the variance in this case is larger. In addition to Japan and the
group of small, developed countries referred to above, the variance comes
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PATENTING AND GDP PER CAPITA
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Figure 20.1 Patenting and GDP per capita (1973-83)
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from the semi-industrialized countries, which in most cases show much
higher levels of R & D than should be expected, given their levels of GDP
per capita. This latter phenomenon is in accordance with the assumption
that a certain level of R & D is a necessary condition for imitation.

Patterns of development and growth

The general picture which emerges from Figures 20.1 and 20.2 suggests
that the countries of our sample may be divided into three or four “clusters®
depending on the relation between produetivity and technological activity,

Cluster A consists of four countrics with high levels of productivity and
high levels of technological activity: Switzerland, the United States,
Germany and Sweden. These countries are the typical ‘technological
frontier” countries of our sample. Japan joins this group in terms of techno-
logical activity. but not in terms of productivity.

Cluster B consists of seven countrics with medium levels of productivity
and medium levels of technological activity: France, the United Kingdom,
The Netherlands, Austria. Finland, Italy and New Zealand. This group of
countries is less homogeneous than the other groups. In terms of R & D
activity, some of them (France. the United Kingdom. and The Nether-
lands) are close to the leader countries, but they patent less, while others
have more in common with the semi-industrialized countries or the coun-
tries in cluster C below.

Cluster C consists of five countries that have high levels of productivity, but
relatively low levels of measured technological activity: Norway, Belgium,
Canada. Australia and Denmark (Belgium is close to cluster B in terms of
R & D, but not in terms of patenting activity). What most of these
countries have in common, in addition to high productivity and low techno-
logical activity, is small size and an industrial structure based on natural
resources.

Cluster D consists of the semi-industrialized countries of the sample
(except India): Spain, Ireland. Greece, Hong Kong. Argentina, Brazil,
Mexico, Taiwan and Korea. They have low levels of productivity and
patenting, but their R & D efforts vary considerably.

Finally, Japan and India are in a sense ‘freak cases’. Regarding Japan,
the level of technological activity. measured through patents or R & D, is
much higher than should be expected from the measured level of produc-
tivity. One way of interpreting this result is that it shows that the Japanese
by the late 1970s had still not fully reaped the economic benefits of the
country’s high level of technological activity. In the case of India, this
country fits the characteristics of cluster D in terms of technological
activity, but the level of productivity is much lower.

Table 20.4 gives some further evidence on the patterns of growth of
these countries in the last decade. This evidence confirms the type of
interpretation of history that normally comes out of applicd work on
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technological gaps and ‘catch-up’ processes. The frontier couTmes:‘:n
cluster A show on average the weakest pcrtqrmancc hmlnelarzir E;]LO}I;
respect: cluster A countries have lower economic gro'a‘.'t . low e.rl c;an ;
investments, lower growth in the labour force and le_sa s'tructulm % gd
than other countries. The menlium—tcchnr_blngy countries in cluster aand
the small, natural-resource-based economies of cluster C_, come secm_'l ant
third worst, respectively, in most respects: economic growth, |}wc5 -
ments and growth of labour force. (But cluster B countries compete a\:oré
ably with cluster C in two respects—growth of patenting act;n:rny .3.3.
structural change). However, all developed countries become lagga‘r s
compared to the semi-industrialized countries of cluster D C}r} ?yemgcé
cluster D countries have rates of grqwlh of GDP, patenting activity an
labour force between two and three umeslthat of the developed counmejsi
and they also have much higher levels of investments and faster structura
q:h?':]gi:'::.inu.mrtanl to note, however, that _1here are large differences in
growth patterns within cluster D: the Asian NICs show a much better
;Scrfnrmancc in all respects than Latin American and European NICs, even
it the latter countries still have better performance than lhIF.* deve!uped
countries in most areas (though not patent growth). But the distance is not
all that large, especially to cluster C countries. : .

The growth pattern of Japan is an interesting mix qf the patterns dis-
cussed so far. In terms of level of technological activity (and growlb .Uf
labour supply), Japan belongs to cluster A, and in terms of productivity
and structural change to cluster B. Howe\fer. when it comes to GDP
growth, patent growth and investment behavior, Japan shargs many of ﬂ}e
characteristics of cluster D countries. In fact, the share of investments In
GDP is even higher than that of the Asian NICs.

‘Explaining growth’

There are at least three important problems that have to be considered in
an econometric test of the technology gap model.

(1) Are all relevant variables included? ) .
(2) If so, what is the relation between these variables?
(3) How to quantify the variables.

The first problem refers to the section on lechnology—g:ap theory. Bm:li)_a,
what we did was to develop a model where economic development is
shaped by two conflicting forces—innovation, W:hlch tends o increase
pmductiv'iw differences between countries, and diffusion, which tends 1.0
reduce Lhel:n. The fundamental (causal) factors of our qu‘;l of economic
growth are growth in national 'Lcchnoiogicgl activity, difl_usmn UF l::_chno-[
logy from abroad, and growth in the capacity for economic expimtat‘mn 0
Ih::;c factors. However, there are other variables that cc‘:ruld be considered
as relevant. The most obvious candidates, to be considered below, are
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structural change. In fact, their growth of patenting activity is inferior to all
other groups of countries. Similar examples of different development
patterns, though less spectacular (except Japan, of course), may be found
among developed countries. Thus, even if it is difficult to deny that the
variables to some degree may be interdependent, as most economic
variables in fact are, we hold it as unlikely that this will cause multi-
collinearity.

However, the problem is not only one of multi-collinearity, but also of
interpretation. Therefore it is necessary to consider the possible feedbacks
from the dependent to the independent variables, as well as the forms of
interaction between the latter. We will Timit this discussion to the basic
model as outlined earlier. For theoretical reasons, we hold it as unlikely
that ditferences in development levels and growth in national technological
activity across countries can be analysed as mere reflections of, or be
shown to depend strongly on, differences in economic growth or invest-
ments between countries. This is also supported by empirical evidence
(Clark, Freeman and Soete, 1982).35 An interaction between the iwo
technology variables cannot be ruled out a priori, but seems less likely in
light of the discussion above of differences in growth patterns between
countries on comparable levels of development. The same holds for invest-
ments when related to the two technology variables. The most probable
form of interdependence, therefore, runs from economic growth, inter-
preted as a demand variable, to investments. However, even if this may be
true to some extent, available evidence suggests that differences in growth
of domestic demand alone cannot explain the huge and persistent diffe-
rences in investment ratios between countries (Fagerberg, 1986).

The following variables were used:

GDP = Average annual growth of GDP at constant prices

74 = GDP per capita at constant 1980 prices (dollars) adjusted
for differences in the purchasing power of currencies

PAT = Average annual growth in external patent applications
(abroad)

RDG = Average annual growth in Civil R & D (inflation adjusted)

INV = Investments as a share of GDP at constant prices

AGR/EXP = Annual average change in agriculture (exports) as a share

of GDP(%.))

The results of the test follow in Table 20.5 below. Generally, the results
give strong support to the basic technology-gap model as a model of *why
growth rates differ’ between countries. The degree of explanation is very
high, above 80 per cent. and all variables turn up with the expected signs,
significantly different from zero at the 1 per cent level. The results were not
very sensitive to the choice of innovation proxy. Since Japan is often
regarded as a special case, we also estimated the model with a dummy for
Japan, but this did not influence the results.
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DR .
Table 20.5  The model tested (27 countries, 1973-83)
1. Basic model
GDP = (.38 — 0.24T + 0.12PAT + 0.20INV R° = 0.83 (0.81)
(0.25) (—3.74)* (4.02)% (3.47)% SER = (.85
DW =2.12
2. Basic model with dummy for Japan
GDP = —0.60 — 0.22T + 0.11PAT + 0.23INV - L22JAP R*=0.84 (0.81)
(—=0.35) (=3.40)* (3.84)* (3.67)* (—1.24) SER = 0.84
DW =224
3. Test for effects of changes in agriculture as a share of GDP
GDP = 0.47 — 0.25T + 0.12PAT + 0.20INV + 0.005SAGR R* = 0.83 (0.80)
(0.26) (—2.88)* (3.68)* (3.35)* (0.10) SER = 0.87
DW = 2.10
4, Test for effects of changes in exports as a share of GDP
GDP = 0.81 - 0.24T + 0.14PAT + 0.20INV -0.0TEXP  R* = 0.85 (0.82)
(0.53) (—3.85)* (4.54)% (3.65)* (—1.74)** SER =0.82
DW = L.85
N=27
5. Test for shift of innovation proxy
GDP = 0.43 — 0. 16T + 0.11PAT + 0.16INV R*=0.75(0.71)
(0.28) (—2.48)** (3.21)%  (2.90)* SER = 0.80
DW = 1.41
GDP = =101 = 0.17T + 0.18RDG + (LI6INV R*=0.75(0.7T1)
(—0.72) (—2.54)** (3.27)* (2.97)* SER = 0.80
DW= 1.78
N=122

* = Significant at a | per cent level (two-tailed test).

** = Significant at a 10 per cent level {(two-tailed test).
R? in brackets = R? adjusted for degrees of freedom.
SER = Standard error of regression.

DW = Durbin-Watson statistics.

N = Number of obscrvations included in the test.

The results do not support the hypothesis of structural changes as
independent, causal factors of economic growth. Both variables turn up
with signs opposite of what should be expected, in the case of exports
significantly different from zero at the 10 per cent level. The latter may be
interpreted in support of the view that the influence of change in outward
orientation on growth depends on international macroeconomic condi-
tions, i.e. that the slow growth in world demand in the 1970s restrained the
growth of outward-oriented countries.
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Table 20.6  Actual and estimated differences in growth vis-a-vis the frontier
countries, 1973-83

Explanatory factors

Actual  Estimated Diffusion Innovative Investment Export

difference difference activity  (level)  orientation

in growth in growth {growth) (change)
Cluster A — — = - - -
Cluster B 0.5 1.0 0.4 0.4 0.3 -0.2
Cluster C 1.0 1.0 0.2 0.2 0.3 0.1
Cluster D 3.0 3l 1.4 0.9 1.0 -0.2
of which:
European NICs 13 1.2 1.0 —0.0 0.5 -0.3
Latin Am. NICs 1.9 2 1.5 —0.1 0.8 0.1
Asian NICs 6.0 5.7 1.6 29 1.7 -0.4
Japan 24 3.5 0.5 1.0 2.1 -0.2
All countries 1.5 157 0.7 0.5 0.6 =0.1

Table 20.6 decomposes the differences in growth between the frontier
countries (cluster A) and the others (model 4). The following picture
emerges:

(1) Differences in growth between the frontier countries and the other
groups of developed countries (Japan excluded) were rather small in
the period under consideration, about 1 per cent as a maximum
(cluster C — cluster A). The model attributes this difference to a
combination of factors, although technological factors seem to have
greater significance for cluster B than for cluster C countries, while
investments seem to matter more for the latter.

(2) The model attributes the higher growth of Japan, when compared to
the frontier countries (around 3 per cent), mainly to Japan’s high
growth in national technological activity and the high level of invest-
ments in the country.

(3) Within the group of semi-industrialized countries, two distinctly
different growth patterns may be observed. The European and Latin
American NICs grow on average 1.5-2 per cent faster than the fron-
tier countries, primarily because of diffusion of technology, but partly
also because of a higher share of resources devoted to investments.
The Asian NICs, however, grow on average about 6 per cent faster
than the frontier countries, and 34 per cent faster than the other
NICs. The model attributes this latter difference to the rapid growth of
the Asian NICs’ own technological activities, in combination with high
levels of investments.
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Concluding remarks

Most studies of ‘why growth rates differ’ between countries ; have in
common the fact that they ignore innovation and lack a systematic theory
of what causes growth to differ. Thus, while useful as descriptions, 1}13}' do
not really explain differences in growth performances across cuur!trles.

This chapter has developed a simple, testable model of economic growth
based on Schumpeterian logic. Both this logic and the subseqpcm test
point strongly in the direction of a close relation between economic growth
and growth of national technological activities, a fact ﬂ?al is normally
forgotten. Thus, to catch up with the developed countries, the results
obtained here suggest that semi-industrialized countries cannot rely only
on a combination of technology import and investments, but have to
increase their national technological activities as well.

However, the limitations should also be stressed. For instance, the
technology-gap model developed here has little or nothing to say on how to
achieve higher growth in innovative activity or other efforts related to the
exploitation of innovation and diffusion. Furthermore, sectoral as well as
inter-temporal differences in the international process of innovation and
ditfusion, and the relation between these changes and similar changes in
the institutional system, are ignored.” To do full justice to the theoretical
perspective which underlines the model developed in this chapter, nothing
less than a multi-sector, multi-country evolutionary model of technological
and institutional change would be required.”

Appendix

Methods

Growth rates are calculated as geometric averages for the period 1973-83,
or the nearest period for which data exist. Levels and shares are calculated
as arithmetic averages for the period 1973-83. or the nearest period for
which data exist. Changes in shares are calculated as total change in the
share between 1983 and 1973, divided by the number of years (normally
ten, sometimes less) ((s(t) — s(to))n).

Sources

Real GDP per capita, 1980 market prices in US dollars, growth of gross
domestic product at constant prices, agriculture, exports and gross fixed
capital formation as a share of GDF:

OECD countries: OECD Historical Statistics 1960-1933.

Taiwan: Statistical Yearbook of the Republic of China 1984,

Other countries: IMF Supplement on Quiput Statistics and UN Monthly
Builletin of Statistics.
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For Switzerland and New Zealand, data for Agriculture as a share of GDP
were not available, so the data for these countries are estimates (based
on employment).

External patent applications:

OECD countries: OECDISTIU DATA BANK.

Other countries: World International Property Organization (WIPQ);
Industrial Property Stanistics (various editions) and unpublished data.

The OECD data are adjusted WIPO data. Data for the non-OECD coun-
tries are compiled from published WIPO statistics except for Hong
Kong, Korea and Taiwan 1975-83 where data are compiled by WIPO
from unpublished sources.

The R & D data are estimates based on the following sources:
OECD countries: QECD Science and Technology Indicators, Basic
Statistical Series (vol. B, 1952} and Recent Results (1954)).
Other countries: UNESCO Sratistical Yearbook (various editions) and
various UNESCO surveys on resources devoted to R & D.
Military R & D expenditures were, following the OECD, assumed to be
negligible in all countries except the United States, France, Germany,
Sweden and the United Kingdom. The R & D data for these countries
were adjusted downwards according to OECD estimates. The estimates
were taken from OECD, Directorate for Science, Technology and
Industry; “The problems of estimating defence and civil GERD in
selected OECD member countries’ (unpublished). For other countries,

civil and total R & D as a percentage of GDP were assumed to be
identical.

Growth of labor force (population between 15 and 64):
OECD Historical Statistics 1960-1983, OECD National Accounts (various
editions), UN Monthly Bulletin of Statistics (various editions), and
Statistical Yearbook of the Republic of China 19584,

Notes

1. The purpose of the following is to discuss some main characteristics of post-
war research in this field, not to give a complete survey. For survey articles
covering the whole or parts of this field. the reader is referred to Choi (1983,
Chapter 3), Nelson (1981), Chenery (1986) and Maddison (1987).

2. See, for instance, the works by Gerschenkron (1962) and Landes (1969).

3. *. .. the forces animating growth in the lead countries are more mysterious
and autonomous than in the follower countries . . " (Maddison, 1982, p. 29).
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See, however, Abramovitz's instruetive. but inconclusive ‘discussicm of
possible factors influencing change of leadership {Abramovitz, 1986, pp.
396-405).

:d\)ﬂljzg to the numbers presented by Abramovitz, US GNP growth over the
period 1869/78 — 1944/53 equalled 3.5 per cent, of which 1.8 per cent cuu}d be
attributed to growth of inputs, and 1.7 per cent was left as unexplained.
Similar, if not identical, results were reported by Solow (1957}, Kendrick
(1961) and Denison (1962). ) N
Jorgensen and Griliches originally claimed that the residual could be elimin-
ated altogether, but later retreated from this position. See the debate belweeln
them and Denison {Denison, 1969; Jorgensen and Griliches, 1972) on this
subject. .

cf.. for instance, the following programmatic remark by Denison: ‘Because
knowledge is an international commodity, [ should expect the contribution of
knowledge —as distinct from the change in the lag—to be of about the same
size in all the countries examined in this study’ (Denison, 1967, p. 282).
However, in his 1976 study of Japan, he acknowledges that in this case, “There
was, in other words, a major element of ‘catching up', . . . (Denison and
Chung, 1976, p. 49).

Maore recently, Kendrick (1981b) has published a study of the growth of nine
OECD countries between 1960 and 1979 based on Denison’s methodology.
But contrary to Denison’s analysis, this study attributes a large part of the final
residual to “catching up’, especially in the period 1960-73.

‘. some of the recent studies seem to imply that somehow the growth
accounts really explain growth. I do not see how they can. A growth account-
ing is not a tested theory of growth’ (Nelson, 1973, p. 466).

. Tt should be noted that Kendrick (1981b), in his study of nine OECD countries

between 1960 and 1979, includes the contribution to growth from cumulative
national R & D outlays. However, according to Kendrick's calculations, this
contribution was almost negligible.

. The purpose of what follows is only to discuss some problems related to

applications of neo-classical production-functions to cross-country samples,
We do not in any way attempt to survey the development of neo-classical
growth theory or the theoretical controversies that followed. For a good (but
old) survey of growth theory, see Hahn and Matthews (1964). Pasinetti (1974)
provides an exciting introduction to the development of the neo-classical
growth theory and the subsequent controversy from a post-Keynesian paint of
view.

For reviews of this literature, as well as empirical evidence, see Choi (1983),
Chapters 5-6 and Chenery (1986).

. Of course, the labor-force variable may still turn up with the expected sign

significantly different from zero at the chosen level of significance. But this
may simply reflect that the growth of labor force is positively correlated with
other variables that affect growth positively, as, for instance, the level of
development.

The correlation between growth in labor supply (POF) and GDP per capita
measured in PPPs(T), a much-used proxy for the potential for technology
transfer, for the twbmy-sevcn countries included in our sample (see the next
sections) was (the numbers in brackets are ¢-statistics; one star denotes signifi-
cance of test at the 1 per cent level):
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16.

1T

18.

19,

20,

21.

22

23

. It should be noted that there are a few examples of researchers who have

POP =3.16-0.23T, R’=0.56(0,55)
(9.54) (-5.70)

estimated neo-classical growth models with some kind of “development-level®
variable included (Chenery, Elkington and Sims, 1970; Parvin, 1975).
The major contributors to this development were Gomulka (1971) and
Cornwall (1976, 1977}, but the main arguments were outlined much earlier by
Posner (1961), even if Posner’s main concern was specialization, not growth.
Krugman (1979) has recently constructed a formal model of north-south trade
based on similar arguments. For a more thoroughgoing treatment of these
aspects, see the preceding chapter by Dosi and Soete in this book.
For a general discussion of some of these issues, see Clark, Freeman and Soete
(1982), Perez (1983), and the chapters by Freeman-Perez and Bover in this
book.
In the present context, knowledge means “technological knowhow' (know-
ledge and skills on how to produce goods and services).
The UN study (Kravis er al., 1982) provides estimates for Real GDP (Nominal
GDP adjusted for differences in the purchasing power of currencies) and
Nominal GDP for thirty-four developing, semi-industrialized and developed
countries for the year 1975, Since many of the countries included in our sample
are not covered by the UN study, we used one of the shori-cut methods
developed there to estimate a relation between Real and nominal GDP per
capita (r and n) for a sample of countries comparable to ours, and then used
this estimated relation to predict Real GDP per capita for the countries of our
sample. The estimated relation was (with a dummy for Jamaica (an extreme
deviant) included):
Inr=1.14 + 1.229 In n - 0.042 (In n)® - 0.372 JAMAICA
(1.52) (5.70)* (-2.82)* (-3.49)*

N=27

R? = 0.99(0.98)

{The numbers in brackets under the estimates are t-statistics; one star denotes
significance at the 1 per cent level)

Nevertheless, Soete (1981) found quite a close correlation between levels of
domestic patenting and R & D expenses in a cross-country study covering the
business enterprise sector in nineteen OECD countries.

That is: total patent applications of residents in country x in all countries which
report patent applications to WIPO (World Intellectual Property Organiza-
tion) less patent applications by residents of x in country x.

For the sake of comparison with other variables, we will in this section deflate
the total numbers of patent applications filed in other countries (external
patent applications) by exports. The argument in favor of using exports as a
deflator instead of GDP or population is that this adjusts for differences in
export orientation, which could have biased the index (as a measure of
innovating performance) upwards for countries where the share of exports in
GDP is high, and downwards for countries where the share of exports in GDP
is low, as, for instance, the United States and India.

The data are organized in descending order of GDP per capita (as it was in the
early 1960s, though). This implies that the Durbin-Watson statistics can be
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given a special interpretation: it shows whether counlriesfm apprnxnmatcly the
same level of GDP per capita tend to have correlated reslduai‘:.. ” bt
24. This is not 1o deny that limimtigns in I.al:rou.r s_uppl_\' may_r-:?tr;:t T.] c gr(r) s
certain countries in certain periods, but this l.1S not considered re wm} 1h e
period under consideration here []‘.9?3—83).. (.,u_rnwall (1977), however, holds
that it was not relevant in the pre-{lﬁ;s??cnod either.
is point, see also Fagerberg :
3; ?;Tl: I;Liﬁgi‘on of some E:f these issues (determinants r!t' innov_ution. secm;al
‘ differences in innovation patterns, national systems of innovation and policy
issues). the reader is referred to Parts I'V-V of this honk._ 2 5
27. To the best of our knowledge, no attempts 1o cm_lstruct lnternalfcmal hmc c"s
along these lines have yet been made, but it Icertamly represents a path worth
following. For a general discussion of evolutionary modelling, sec the chapter
by Silverberg in this book.
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Introduction

The importance of ‘foreign’ technology and its international diffusion is
undoubtedly a historically well-recognised factor in the industrialisation of
both Europe and the United States in the nineteenth century, and even
more strikingly of Japan in the twentieth century. That importance
emerges again and significantly stronger from the evidence of the rapid
industrialisation of some so-called newly industrialising countries, such as
South Korea, over the last two decades.

In fact, the great majority of developing countries continue to face
enormous difficulties in their efforts to industrialise. This has lent credence
to the theories of ‘dependency’ which hold that there is a structural gap
between developing and developed countries that remains and widens.
Thus the few recent examples of relative success which seem to counter
that theory have, not surprisingly, aroused intense interest and demand a
satisfactory explanation. In our view, what is required is a deeper under-
standing of the technological issues which underlie the process of develop-
ment. More adequate attention must be given to the questions of how
technologies evolve and diffuse and under what conditions a process of
effective technological catching up can take place.

There is, of course, a voluminous literature on this subject which has
been a focal point of research for economic historians (see, e.g. Landes,
1969; Rosenberg, 1976). We do not intend to review this literature here.
Suffice to point out a fruitful convergence appearing between two
streams of work: on the one hand, that based on in-depth case studies of
countries catching up in the production and use of particular technologies
(see especially Ames and Rosenberg, 1963; Habakkuk. 1962, von Tunzel-
manin, 1978; and many others); and, on the other, some of the recent inter-
national trade and growth models - reviewed in the chapter by Dosi and
Socte—based on imitation and ‘catching up’ (see in particular Posner,
1961; Freeman, 1963, 1965, Gomulka, 1971, Cornwall. 1977, etc.). That

convergence puts the emphasis clearly back on the historical context and
the institutional framework (see also Section V) within which the pro-
cess of imitation/technological catching up takes place. It includes the
importance of ‘developmental’ constraints, be they primarily economic
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uch as the lack of natural resources) or more political |n_nat’urlch.e!:‘r: ur:chl
o migration (see Scoville, 1951) and other ‘germ cgr_qers : i
?.;llemo!' governments (for a broad overview, sec Yakushiji, 1986), and, o
istorice idents.
il Ir-le Irlo :1& ue[r:;:;a‘:eil Slfliictcmatmnai diversity in growth perform-
o 5ucntri€q;as illustrated in the previous chapter by Fagerberg—
i C(ﬁu rov\ide a case par excellence of the importance of path-
el gevelopmcm, with possibilities of ‘locked-in’ clcvc'lo_pm;m
dcpcngcn;.rlhur‘s ;::haptcr). It could mean that some indusmahs-ahon
%ﬁczlim-]s got ‘sclilected' early on and, by apprqpﬁaling th‘e Eavallable
s lomeration economies, exercised some ‘competitive exclus_mn.—to use
agg‘:ur‘s. (1986) term—on other locations. Indeed, and as allsc- _|Iiualra‘tcr‘j in
i:-tthur‘s chapter, it is the increasing returns ass:u_ciated with uidustglrz::xs:;
tion and development which make the conditions of fllevle'?pm vioﬁq
paradoxical. Previous capital is necded to produu? new LdEl[cll 4 I‘}]r:bm “.)
knowledge is needed to absorb new knowledge, skills musl e ti;a; v
acquire r;ew skills, and a certain level o_f developm;n: is rcqulr; .;;:;vem -
the infrastructure and the agglornefar,'lon economies that ma‘ elcs 3 ﬂ]:e
ment possible. In summary, it is within the lqglc of th?ddyn?m][hoge e
system that the rich get richer and the gap remaimns and widens for thos
bef;:ir:ddcvelupmem policies have in onc way or another beelr:-a;g:;rzg
to breaking away from this vicious circle. Most hav?lmncerinns i
tackling the investment and infrastructure locationa q;es il
some. but relatively less, direct attention to the knowledge an s
w?['!;::l::;stinn we wish to tackle here is gah:l:thcr Ithese Iconfalralt;gt:
are always equally formidable or whcthc_r their intensity varies 1:11 ps
with some increasing and some decreasing, [hcr&b)’ opem‘ngmwrof lh::
of opportunity to escape the vicious circle. According to so sl e
neo-technology accounts of imernatwr_lal tr?de, cmnparauv_ct .
would shift to ‘less developed’ countries with thc further in emah N
diffusion of technologies as they reach maturity. Thus. lhruug‘ com(:
‘use’ of imported technologies these countries \nlruuld acquire sgrn:ts S
parative industrialisation advantage but only in mature produ
In(llzzilc:-:ijb.at first sight, the choice of mature products as a point c\;f enlflrg \:
probably the only one available to initiate a devclopmgm _pruc:h.ss.l e
ever [‘d;ld leaving aside for the moment al! aspects 1:1t tec 310 todgr "
*blending’ and other user-initiated technological change), ;:;I.-,ow':hnu-
mature products are precisely those that have cxhauﬁted‘ ﬁt e:lr iy
logical dynamism, this choice implies a clear risk of getting ‘fixe rD(I:csq =
wage, low growth, development pattern. A rc_al r.:alc]nn_g_;—_u!:v pm—. i;l1 e
only be achieved through acquiring the capacity for palllc;pa_ g|3 1
generation and improvement ofleclmologuzs_as opposed mt. c'srtmp. Urxas
of them. This means being able to enfer either as early imitators
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innovators of new products or processes. Under what
be possible?

To answer this question, the long term nature of technological change as a
disruptive process with changes in direction and deep structural trans-
formations needs to be far better understood. The
change as a global, more or less continuous process underlies the tradi-
tional way development is viewed, As long as technology is understood as a
cumulative unidirectional process, development will be seen as a race
along a fixed track. where catching up will be merely a question of relative
speed. Speed is no doubt a relevant aspect, but history is full of examples

of how successful overtaking has been primarily based on running in a new
direction.

conditions would this

notion of technological

In this chapter we begin to look at some of the specific conditions under
which technological catching up and imitation could take place. In a short
introductory section, we set out, in line with the chapter by Metcalfe on
diffusion, some of the most salient points with regard to diffusion theory
which appear of relevance 1o theories of industrial development and
economic growth. In the second section, we go in more detail into the
conditions for imitators to enter and effectively carch up.

We begin with a static view of tech nologies in order to look at how the
actual costs of developing, imitating or buying a production technology are
influenced by the characteristics of the acquiring firm and by those of its
location. We then introduce technological dynamism and examine how the
various elements of those costs (and the barriers they erect for new
entrants) increase or decrease as technologies evolve from introduction to
maturity. This leads us to identify the importance of the timing of entry in
terms of individual technologies. Finally, we introduce the interrelatedness
of technologies in complex technology systems and the notion of changes in
techno-economic paradigms. i.e. the emergence of radical discontinuities
in overall technological evolution. This brings us to the concluding argu-

ment that catching up involves being in a position to take advantage of

the window of opportunity temporarily created

by such technological
transitions.

Technology diffusion models and industrial growth and development
Some introductory comments

Diffusion models, at least in their simple
as already noted in Metcalfe’s chapter, a striking level of methodological
similarity with some of the models of industrial growth and economic
development developed in the 1930s by Kuznets (1930) and Schumpeter
(1912/34) among others. This is in many ways not surprising. The concepts
of “imitation’ and *bandwagons’, so crucial to the diffusion literature. have
been and still are central in many of the more structural accounts of
economic growth, where the S-shaped diffusion pattern is similar to the

st ‘epidemic’ representation, have,
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i sLries at linkin,
rsence and long-term rise and fall of industries. An a'tl?:]]prtei:s:ly thg
emeu%u theories is made in Freeman ef al. .(1982). Heie it is P'nnovanons
lhc_ o of clusters’ of innovations including the fol {:uw—up_';I e
o during the diffusion period which are linked to the rapi gd_ b
madﬂ_ dustries and will in the extreme case even provide Lhe‘ Jr}gred l; e
ol m-wing in,overall economic growth. In the morc.rtstru.twe _ i kthe
e logy, this could be viewed as an ‘envelope encumpaasmgr_ons
tqufnilj{;)n cu‘rves of a set of closely interrelated c]_usters of mncwa;r: pe
dlL:::: occurring within a limited time span, rnlght tilt the'ec?numy
u:'u] ajiffusion phase to a higher rate of economic perforrmdzq.i,l Ky
= Aynothcr similarity with diffusion modcls(lc':;ir(l} }be 'tﬁu:gailn i
i owth wi a dis
; of the stages of economic gr : th inc
lhc}?{? ed pattern gf take-off, rapid growth with the ‘drive tod matu‘;n};] 4
: i ion’ ard-
Snscl slpnwcr growth with the ‘age of high mass-consumptmnd ag itla;n .
‘a-atic-n Rostow phases contain many of the Sts‘hapf? hev arieﬁng
:'atternﬂ assumed to exist for new products, as tyl:];lhe.d mdtcot: 11:1:3 e
" international trade literature on the “produ ]
and subsequent internation il i A
imi i ie the argument put forward 1 ,
Similar notions underlie t ut | it
i 5 d how the relative importance o
Hirsch (1965), who showe : e e i
ion fi / er the different phases of the p
tion factors would change over + i
i i 1966) and many other prop '
irsch and after him Vernon (' ; B
Hroducl life-cycle trade theory illustrated how such chan_gefa c;ou:do Reki
Eumparative advantage in favour of less developed countries as p
cached the maturity phase. . g ! i
' Within the development literature, particularly the Ic]iepc.r:di:;i Ly
school’. such views and particularly Rostow's theory vf»e:;: ea\;cyéss i
i isti i-2 s nature o e P
sised; the mechanistic, guasi-aulonomous : & 7 .
::g:c;n:ic growth assumed by Rostow was scen as ahxs(;m:lca] ﬂ In:,:ﬂr:zt"
' A s 1ts reflects
i it f Rostow’s growth model finds 1 on
ingly, though, the critique of ¢ mode Sy
i erature, criticising
much of the recent diffusion lit B3 - P
atheoretical’ nature of the S-shaped, ‘epidemic’ technology di
models, - ‘ _—
These recent diffusion contributions pmvlclle also ;:lmig'lberzi-ec;f ::::11; ionc(gi
insights 1 ? industrial growth theo
insights into some of the broader in poyerin. | .
earl%::r. The first area of critique of the ‘standard’ diffusion 31?defl ihn::-:; Egrm
the application of ‘probit analysis’ to deve]ltl)p il E::_?h;:;ot;hi i
iffusi it analysis was ady a well-establis
diffusion. Probit analysis was alrea Blighed 4 :
study of the diffusion of new products between I‘]'I.dll\-l'dl.ldls. The cem{;r
;issumption underlying the probit model is that an mdwtlldua‘l c-:::nsum'ctrmn)
i i | oduct (or adopt the new innova
firm) will be found to own the new pro kR
i i is income (size) exceeds some critl 2
at a particular time when his incomg ATy
ifi i level represents the actual tas
critical, or tolerance, income (or size) PGEL ‘ _
lhelc;nsumer (the receptiveness of the firm) which itself can be n.la:el:l 1;!0
any number of personal or economic characteristics. va?r ‘umc.(;l 01% .
wi‘?h the increase in income and assuming an unchanged income ‘lsut;;c
tion. the critical income will fall with an across-the-board change in
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in favour of the new product, due both to

information, band-wagon effects. etc,

The probit model can be a useful tool for industrial growth theory. A
‘critical’ income per capita level is a concept which can be introduced in
Rostow’s theory of the stages of economic growth, Replacing the concept
of individuals or firms by ‘countries’, different growth performances can be
explained and expected. The problem is, of course, more complex. The
example of the OPEC countries shows that even with a tremendous
increase in income the absorptive capacity of a country might still be below
the critical level needed for take-off, Thus, considering both the exireme
variation in each country's ability to use and manage resources, to take
risks and “assess new innovations’ (the variation in consumer tastes in the
probit model), as well as the extreme income inequalities at the world
level, it should come as no surprise that world-wide indusirialisation
(diffusion) has been so slow and uneven.

The second major set of criticisms against the standard diffusion model
relates primarily to its static nature and the way the diffusion process is
reduced to a pure demand-indyced phenomenon. Metcalfe (1981, 1982) in
particular has emphasised the limits of the standard model in this area. As
many detailed studies of the ‘innovation process’ have indicated, there are
plenty of reasons for expecting both the innovation and its surrounding
economic environment to change as diffusion proceeds. At the techno-
logical end, one may expect significant improvements to the innovation to
oceur as diffusion evolves, At the economic end the price of the innovation
will change throughout the process of diffusion. In addition, the supply of
the innovation will depend on the profitability of producing it.

Once the importance of the strong feedback between supply and
demand factors in innovation diffusion is fully recognised, it is easier to see
how past investment in the *old’ established technology can slaw down the
diffusion of the new innovation. This applies to past investment not just in
physical capital but also in human capital, even ‘intellectual’ capital. As
Rosenberg (1976) and von Tunzelmann (1978) have observed, the diffu-
sion of steam power in the last century was significantly retarded by a series
of improvements to the existing water power technology which further
prolonged the economic life of the old technology. The process of decline
and disappearance of an old technology is indeed slow. with the old
technology firms often living off past, fully recovered investment and being
sometimes able to underprice the innovation-adopting firms,

The implications for the international diffusion of technology and the
potential for technological catching up are far-reaching. There is every
reason to expect that the vast majority of new technologies will originate
primarily within the technologically most advanced countries. There are
also, however, good reasons to expect that the diffusion of such major new
technologies will be hampered in some of those countries by the heavy
investment outlays in the more established technologies, the commitment
of management and the skilled labour force to them and even by the

imitation, more and better
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never learn to use it is certainly of little consequence. But for a firm buy-
ing a steel plant it is absolutely crucial that it be able to use the plant
effectively to make steel, achieve a viable share of the market and make a
profit. This means that besides having enough income to invest in the
equipment, there are other more intangible assets that the would-be
producer must possess or acquire. So the characteristics of the buyer (or
imitator) will have enormous influence on the actual cost of
to that particular firm,

What this means is that production technologies have no single price tag,
This is quite different from the assumption of most diffusion models that all
adopters at a particular moment in time face the same cost. It will be
argued here that the notion of a threshold for entry is not limited to the
‘price’ of the equipment but involves a set of interrelated conditions and
leads in fact to vastly different costs of entry depending on the characte-
ristics of the acquiring firm and of the environment in which it operates,

Beyond the fixed investment cost, there are at least three groups of
elements which contribute to determine the actual cost of entry for each
individual firm. One is the cost of the scientific and technical knowledge
required to assimilate the innovation; another is the cost of acquiring the
experience required to handle it and successfully bring it to the market:
and third, but not least, is the cost of overcoming any ‘locational’ dis-
advantages related to the general infrastructure and other economic and
institutional conditions surrounding the firm.

Consequently, also. the notion of an entry threshold for production
technologies becomes much more complex than the straightforward
income level of the probit model. Barriers to entry are then a fourfold
combination where each of the elements mentioned above would impose a
threshold below which costs for the would-be entrant become formidable.
To take the most absurd limiting conditions, no one would consider setting
up an automobile plant in the middle of the Sahara, and an illiterate

peasant who hit the jackpot would be hard put to set up a firm to produce
monoclonal antibodies.

the technology

All these cost elements are fully recognised in practice in many
technology-transfer contracts to developing country firms. These generally
include not only the cost of the ‘turn-key’ plant but also payment for the
technology licence and for technical assistance or transfer of experience
and ‘know-how’. Additionally, government aid is usually expected to

counteract locational disadvantages or provide tariffs to shield the higher
local costs.

Threshold levels and entry cosis: a simple world

To examine the way in which these various factors might influence the cost
of entry, we start out with a simple world where technologies do not evolve
and are of a ‘free nature’. In other words, technologies are introduced in
their final and only form and the innovator does not try to appropriate any
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the innovator, there would generally be certain costs (_W?, ue to fo _cli_ hosg
‘wrong’ leads in the trial and error process involved in 1nr1t:wl\rat1T1g,l.1 5
extra costs could express themselves in terms of extra costs in each of the
i components.
pri[::?;l; fi?ri: inslafnce._ the difference with the imiltating firm's costs (I_C,-)
relates to W i.e. the “wrong’ costs that will not be mcurrgd_. Th:? 1m1;}a'ung
firm will know exactly where it stands and e.xactly where it is gmn%. 1'.;?1
our assumptions, the imitator can purchase in the open market or n:u-:;l e
innovator all the required equipment, plant, knaw]ed‘ge and know-how.
Nevertheless. the savings in W are not enough to predict that the imitator
will have lower costs of entry than the innovator. It all depends on ?he
relative starting positions of the innovator and irqilalor in te_rms?f relcfm;é
knowledge, experience and location. Let us briefly examine each of t
components of the cost uien[ry.
a) Fixed investment: the basic cost
£V§th regard to the fixed investment cosis (I), these are defined by th;:1
character of the innovation itself and can be very large or very sma
depending on the product. In our simple model they are fixed once and ftn::r
all at the level determined by the net costs of the innovator. Since the
innovation cannot be made without this investment, / reprelsems the
absolute minimum threshold of entry for any producer. If the :nncwatlc:
purchased or developed any unnecesary equipmem. its costs would be
included in W as W,. An imitator then would enjoy a fixed cost advantage
of W, o
(b) The cost of closing the knowledge gap ‘ )
ThJc srr’vnn};‘c-fand r;f:hm'caf know-ledge {S} required fc:r an mjno-'.;aum'i
generally includes a fair amount of what is called “freely ﬂ\-jaﬂi'lb e know
ledge and information which serves as a platform for generating thle .ne\f.f EI
in n;JL-'H[iun_quﬂd knowledge (which in the real world would us}idliy : e
patentable or kept secret), However, the fact that knlu‘“:ledge is f}-gﬁy
available cannot be understood as having no cost of acquisition. Even if the
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information is in a library, a firm requiring it will incur various costs, in
time, transportation and personnel to ‘purchase’ it. More likely the firm
will have to hire consultants or qualified personnel as well as buy the
relevant reference materials. The generation of new knowledge obviously
has costs in time and personnel for design and experimentation as well as
equipment and prototype expenses. The actual costs for the innovator will
consequently include not only that of generating the new innovation-bound
knowledge but also the cost of acquiring that part of ‘freely” available
relevant knowledge which the innovating firm did not possess to begin
with.

To bring back the discussion to the concept of threshold levels, it should
be clear that it would be absurd to assume that a firm can start with zero
previous knowledge. There is a threshold level below which costs to the
firm would be infinitely high. This threshold cannot be defined a priori, but
would vary depending on how science-based or how truly ‘new’ the innova-
tion is.

On the other hand, it is well established that the capacity to absorb new
knowledge is greater the larger the amount of relevant knowledge already
possessed. This in terms of cost would imply that the closer the firm is to
the required frontier in terms of knowledge, the less costly it will be to
acquire an additional ‘unit’ of information. Graphically, the relationship
between the knowledge-related technology acquisition costs (on the
vertical axis) and the various possible starting levels at which acquiring
firms may find themselves in terms of the relevant scientific and technical
knowledge required (on the horizontal axis) is represented in Figure 21.1

The minimum knowledge threshold s indicates the level at or below
which the firm, whether innovator or imitator, would face infinite
knowledge-related entry costs for lack of absorptive capacity. The level 5,,
is the total amount of relevant knowledge required for using the innova-
tion, whereas the level s, is the publicly available knowledge upon which
the innovation-bound knowledge (s, — §p) was built. Since there is no
reason to assume that the innovator possessed all the relevant ‘free’ know-
ledge before generating the new, the firm’s starting point s, would be
somewhere between s and s,,.

The knowledge-related entry costs for the innovator are then composed
of the cost S, of closing the gap between s, and $p, the cost 8, of generating
the new knowledge (s, - 5,) and the costs incurred in following ‘wrong’
leads S,,. Obviously, the higher the level of relevant scientific and technical
knowledge possessed by the innovating firm, the smaller the gap it has to
close and the lower its entry costs. But this, of course, also holds for the
imitator. Following our assumptions, an imitator with a starting knowledge
level equivalent to that of the innovator would face equivalent costs S, of
closing the *free’ knowledge gap plus the net R & D costs S, charged by the
innovator who is assumed generously to spare him the ‘wrong' develop-
ment costs. So the imitator’s cost curve would be lower (dotted line in
Figure 21.1) for any starting level of knowledge than for the innovator, It is

related cost
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Figure 21.1 Varying knowledge-related cost of entry for different innovating and
imitating firms.

clear, however, that even in our simple model the imitator’s lzznm.v]cdge—
related entry costs will depend crucially on his own initial sment‘lﬁC and
technical knowledge base in the relevant areas. t‘;onscqum:ntly his entry
costs may be much higher or much lower than the innovator’s, depending
on their relative starting positions on the horizontal axis.

(¢c) The cost of elosing the experience and skills gap

With regard to the third set of entry costs, the experience-related costs, a
similar argument could be put forward. For a product or process desflgn to
go beyond the prototype stage into a fully fledged innovation in the
market, many skills must come together. From }'nanag_ement.lthruugh
production to distribution and marketing, experience is required and
acquired. And the same holds for the success of an imitator.

Although the actual levels as well as the slope of the curves would be
different within each particular technology, the entry costs curve for
closing the varying gaps in experience levels &:uuld_ be of the same general
shape as that discussed above where again a minimum thrcghc‘aiq level of
experience would exist below which the firm would face infinite cos_,ls.
Again, a higher initial experience level would mean lower costs of closing
the gap. We are, as in the case of knulw.ledge. referring here to rcfew:m.
experience. This creates an important difference between the two types of
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information discussed. Having a certain amount of ‘irrelevant’ knowledge
does not harm the innovating firm. A wider knowledge base, even if in
apparently unrelated fields, can be a source of originality and strengthen
the absorptive capacity of the firm. By contrast, irrelevant experience, or
rather experience in ‘the old way of doing things', can be a dead weight
when it comes to innovating and imitating. As already hinted at in the
previous section, there could be a cost attached to getting rid of such
‘wrong' experience.

So even in this simple view of the world there would be significant
differences in the experience-related costs of entry, not only between
innovators and imitators but also between new and old firms, i.e. between
firms that have inertial ‘wrong’ experience and firms that do not.

(d) The cost of compensating for lack of externalities

Whatever the endowment of a firm, in financial resources, knowledge and
experience, its capacity to innovate will be much influenced by the charac-
teristics of the environment in which it operates or plans to operate.
Moreover, every single entry-cost component will be affected by the
surrounding advantages or disadvantages.

Even in the simple model discussed here where the cost 7 of the neces-
sary plant and equipment is the same for all entrants, the locational
(dis)advantages will produce big variations. Making realistic assumptions
about economic geography, the distance from equipment suppliers, the
adequacy of the transport infrastructure, and the local availability of
competent design, construction and engineering contractors would result
in vast actual cost differences for firms in different locations. So extra
investment costs Xy accruing to each firm from disadvantages in location
would increase [ to ({ + X,). Furthermore, the disadvantages can be so
large, as in the extreme case mentioned of the automobile plant in the
middle of the desert, that X, erects a formidable entry barrier.

The same can be said for both scientific and technical knowledge and
experience. There were obvious advantages for an electronics firm located
in Silicon Valley in terms of access to relevant university research and
rescarchers which made its knowledge-related costs of entry lower than
those of an equivalent firm planning to set up in, say, Arkansas or
Ecuador. It is also well known that these firms profited from a certain
amount of synergy in terms of both knowledge and experience through the
frequent communication between personnel of different nearby firms.
Equally, the buying-in of personnel from other firms became a common
practice to take experience short-cuts in both highly qualified staff and
skilled workers in the field.

Thus, in more general terms it can be said that the quality and the
quantity of scientific and technological capacity offered by the surrounding
environment will result in variations in the cost of acquisition of the
required relevant knowledge for otherwise equally endowed firms. The
distance (both geographic and cultural) from these possible sources of
knowledge (including in our simple case the distance from the innovating
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frm) will increase the entry cost component S‘ to (5 + X;)- A?d, again, X,
could become large enough to erect an c.ffccp'lvc barrier l'f} entry. S ekillsin

similar considerations apply to the availability nf.Cxpcrlence and s ‘ l:; e 1d
the surrounding environment. It is clear that if thc_ _H?qu]_rcd skille

rsonnel is abundantly available locally the cost of' acquisition is the g,'-l)-mg
market rate for this type of labour (which., being different in (I;ach lﬂ{lc]l ity,
would already determine differencest in costs for rII'r?"lS in dlfl“crcnt_ 0(::13-
tions). Otherwise, the skills must be imported f_mm d{startt markets in the
form of people or training or they must be acquired with time an(_l pracllrée
and mistakes. The same can be said for consumer educat_mn. Ifl:.urn_:)u!l -
ing coNsSUMers possess both the income level a_nd the habit of using snp‘ular
products, the cost of penetrating the market will be much lower than_lf the
firm has to carry the cost of educating the consumers. So the experience-
related costs of entry for an innovating ﬁrfn will increase and will therefore
depend not only on its own level of experience endowment but also on the
endowment of the surrounding environment.

Yet the locational (dis)advantages which affect the cost of entry for a firm
are not limited to the three categories related to our previous entry-cost
elements (X3, X; and X,). There are requircc! services both f‘o_r the {nvcst—
ment process and for regular operation, ranging frorlnlﬁnancml services to
transport facilities and basic utilities (water, electricity, telecommunica-
tions, ete.). which determine the general conditions for business and can
have crucial or lesser importance depending on the specific nature of the
innovation. The relative costs. efficiency and ease of access to those that
are relevant among these services will influence both the cost ‘and the
possibility of entry. Another set of locational (dis]advantagelzs includes
those elements upon which more traditional economic analysis .has con-
centrated, i.c. the relative prices of the required inputs, the relative wage
rates and the size and characteristics of the domestic market.

Last. but not least, the firm operates within a legal, social and institu-
tional framework. Numerous aspects of this framework such as govern-
ment regulations, standards, taxes, subsidies, tariffsm and other relevant
policies or laws; trade-union organisation and practices; the structure an_d
policies of the financial system: even the values of the Iogal population in
terms of willingness to accept or reject the innovation or its cn‘msequcn:::cs
will have a strong bearing on the actual costs of entry for an innovator in
that particular country or locality. Even issues rel':mng to language can be
significant depending on the nature of the innovation. )

In general, it could be said that what (Ictcrmipes the icwicl of ‘relevam
(dis)advantages for a firm in a particular location is the previous history of
development in that location. Each additional producer in a country,
region or locality would benefit from the agglomeration economics crc_atcd
by its predecessors and from concomitant factors such as lhchcducanonﬁ.l
level of the population, government experience in _dcal_mg with and sup-
porting industry and services, development of distribution Inelworks. etc.
So there would be a minimum environmental threshold x which, depending
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on the specific nature of the innovation, can be either very low or very
high. Below this threshold the extra costs confronting the firm could
become prohibitive and above it they would decrease until they disappear
{or even turn into savings).

There is, however, as in the case of the wrong’ experience which created
additional costs for the firm, the possibility of confronting inertial or
negative conditions in the environment. In this case, extra costs W,
would accrue to the firm, whether innovator or imitator, to surmount such
‘obsolete’ conditions. A high level of consumer saturation in TV sets is an
infrastructural advantage for introducing video-recorders but would
become an inertial disadvantage for introducing a digital system of trans-
mission requiring a change in reception equipment. So, in some cases, an
environment with high commitment to the old products or a high develop-
ment of the old type of infrastructure can hold back the diffusion of radical
innovations.

Similar arguments could be put forward with regard to certain types of
conditions which are also related to the environment and can result in
significant savings to the firm, reducing its costs of entry and operation.
This cost of entry ‘rebate’ is composed primarily of direct government
*help’. It comprises government subsidies of all sorts, preferential interest
rates, R & D grants, tax reductions, protective barriers, and any other
form of direct or indirect absorption of what would otherwise have been a
cost to the firm. These are advantages that can be politically created,
increased, reduced or eliminated by governments. They are not rooted in
the environment as ports, roads, services or skills are, but they can cer-
tainly reduce the costs of entry for any producer in that particular country
or locality.

To conclude the analysis of threshold levels and entry costs in this first,
highly simplified case of a ‘static’ and freely available technology, it is clear
that there is no single price tag for production technologies nor is it solely
determined by the supplier. Furthermore. the absolute threshold level is
not limited to the price of the technology. It includes minimum levels of
scientific and technical knowledge, practical experience and locational
advantages. Thus, given the great variety of possible initial conditions of
would-be entrants, there is actually no way of determining beforehand
whether the innovator or any particular imitator in any particular location
will have the lower entry cost.

Yet this model seems to reinforce the difficulty of catching up. It is clear
that the starting points of developing country firms in all four components,
but particularly the last, would tend to be lower than those typical of firms
in the more advanced countries.

To examine the question of development we must come closer to the real
conditions in the ‘technology market’,
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The timing of entry

Technolegical evolution and the cost of entry as a moving target

Relaxing the freely available technology condilign of the model I1w1l|
bring us closer to the real world. New entrants do atfe-::t both mar_kel }? are
and profits of pre-existing producers. C_unscqu{‘:mly innovators will choose
to sell or not to sell the rclcvan_t mnovahc-nnpuund knfjwl‘edg_e at}‘;d
experience as well as whatever cquancnt was directly des1gr'!t,d tcn_r I‘f]
innovation and is therefore not available m_thc market. Imnatora_ wil
compare the cost of buying the technology with the cost of developing it
themselves, if they can. Both these costs vary with the age of the techno-
logy. the level of diffusion and the three additional factors discussed above.
We shall, however, not dwell on this here. _ :

Let us turn instead to the most unrealistic of the assumptions in our
simple model, i.e. the one relating to the unc':c-andA_f'ar-all static nature of
the technologies. When a product or process 1S ﬁm mlr:::duced it is aimi'}st
inevitably in a relatively primitive form and is submitted to SuFCeQSIVC
incremental improvements which either reduce its cost of production and/
or increase its quality, performance, reliability, or whatever other aspect
is important to the users or can contribute to enlarge the market. As
discussed in the previous section, such improvements could f-f:llaw what
Nelson and Winter have termed a “natural’ trajectory and Dosi a ‘techno-
logical’ trajectory. As in the product life-cycle model, the pat‘h of such
successive incremental innovations from introduction to maturity of any
particular technology. could be represented in the familiar S-shape
fashion. Improvements are achieved slowly at first, ,lh?n_ agcclerate and
finally slow down again, according to Wolff’s law of diminishing returns to

investment in incremental innovations. (See Figure 21.2).
Phasa | Phase Il Phase |1l Phase IV
Intraduction Early growth Late growth Maturity

Degree of

maturity

- B

Tirma

Figure 21.2 The life cycle of a technology
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This means that the imitator does not always enter the ‘same’ technology
as the innovator. Nor do later imitators enter at the same point in the
technology’s evolution or trajectory as earlier ones. All these improve-
ments have a cost and they all imply the generation of additional,
innovation-bound knowledge and experience. This implies that cost of
entry curves vary in time. A reasonable assumption would be that they
constantly shift upwards as they now cover the cost of the original invest-
ment plus all subsequent investment in incremental improvements,
However, this is not necessarily so. As noted in the introduction, Hirsch
(1965 and 1967) observed that requirements for entry vary in importance
through the various phases of the product cycle. In our terminology, this
would imply both that the various components of the cost of entry vary in
relative importance, and that the minimum threshold levels move up or
down as technologies evolve over the phases of the product life cycle.

Let us briefly examine what happens to each component in each of the
four phases. Figure 21.3 illustrates graphically what we have in mind. Since
different types of innovation can result in different evolutionary patterns,
we shall take the simple case of a technology for producing a new final
consumption product which eventually reaches massive diffusion.

Phase 1 is the period of first introduction where the focus is on the product
itself. It has to perform its function adequately and break successfully into the
market. It is a learning process for designers, plant engineers, management,
workers, distributors and consumers. It is the world of the Schumpeterian
entrepreneur. Since original desipn and engineering are involved, the s thres-
hold is likely to be high, whereas e could be low. The level x of locational
advantages required can be crucial and relatively high for successful introduc-
tion. Finally, investment costs [ are likely to be low, if not always in absolute
terms at least relative to what they will become as the techno logy evolves,

Phase II is the period of rapid market growth, Once the product is
basically defined and its market tested and clearly capable of growing, the
focus shifts to the process of production. Plant design becomes important
and successive improvements are made to both the product and the process
of production to achieve the optimal match between the two, in order to
increase output and productivity. Materials and shape might be changed to
lower costs and increase efficiency or respond to market demand. Plant
organisation is gradually optimised and the most appropriate equipment
chosen or specified. It is the world of the production engineer and the
marketing manager. As the scientific and technical problems are gradually
solved and their solution is embodied in both product and production
equipment, the s threshold for imitators decreases. But the e threshold in
terms of required skills increases rapidly as experience accumulates within
the producing firm in relation to the product, the process of production and
successful marketing. Locational and infrastructural economies of the sort
generated by the innovation itself grow at the expense of the producers, so
later entrants could find the relevant infrastructure more available than
carlier ones. The cost of [ is now higher than before as optimal plant size
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product and process has been optimised, .apd _the direction ?[‘ A
incremental innovations to increase pmductmly is clearly neen.s g
is now on managing firm growth and capturing market shai:. '(C e Eeds
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: in the previous two phases
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i i as be formidable. This is ther
stay in the race in Phase 11I can 4 sk i
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the E and I components are & Ehest 3 ! ; e
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ceonomies that successful firms have accumulated in market and fi
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power by this time. Furthermore, regarding the price a firm would charge
for selling the technology, one could say that in Phase I the price can teng
to infinite due to an interest in monopolising the technical information of
the 5 sort, but in Phase III it can again become relatively high in order to
monopolize markets, through keeping the now much greater experience
(E) within the firm.

Finally, in the maturity stage Phase IV, both the product and its process
of production are standardised. Further investment in technological
improvements results in diminishing returns. Since factor inputs are
established and fixed, the advantage in costs of production goes to the firm
or locality that can make the greatest comparative saving in any of them.
This might lead the established firms to relocate some of their own plants
even from the end of Phase III. But it can also lead them to concentrate on
other innovations and to turn the technology acquired in the previous
phases into a commodity, i.e. being willing to sell it at a discretionary price
in the form of licences and ‘know-how’™ contracts. This practice could
eventually result in a buyer’s market if there are competing suppliers,
Thus, in the final or maturity phase of a technology the threshold of entry
comes further down even though the actual costs of entry may still be high,
The previous knowledge requirements are now very low because they are
almost totally embodied in the product and the equipment. The required
skills are well codified and can be purchased at a price, though their real
acquisition for efficient production may not be guaranteed without
enormous efforts on the part of the buyer (Bell, 1984). The relevant loca-
tional advantages continue to be important; those relating to the education
of input suppliers and consumers are at their highest almost everywhere.
Finally, the fixed investment costs are much higher than in Phase I but
suppliers are available who have the experience and know the specifications
for all the necessary equipment.

What this means is that, given the appropriate conditions, Phases I and
IV provide the easiest-to-attain threshold conditions for new entrants, but
with radically different costs and requirements. In Phase [ with little capital
and experience, but with the relevant scientific and technical knowledge
plus an adequate provision of locational advantage or compensatory ‘help’,
an innovator or imitator can enter the market at the early stages of the
technology. By contrast, entry at Phase 1V depends on traditional com-
parative and locational advantages. But it requires considerable amounts
of investment and technology purchase funds. An important difference
between the two entry points is that entry at Phase I does not guarantee
survival in the race. Much further investment and technology generation
efforts are required as competitors advance along the improvement path.
A maturity entrance appears relatively safer as long as the product in
question is not substituted by a newer one in the market. Profits will
depend on how many other new producers struggle for a share at this stage.

This, then, appears to support both the view put forward by product life-
cyele trade theory, illustrated in the success of export-led industrialisation
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ies achieved on the basis of manufacturing mature trad'mo;mi
| and the apparently contradictory early-entry events’ of a
mducrb'of industrialising countries in such technologies as digital le].e-l
i ations, electronic memory chips or PABX. The early-entry
,;.,—,rnmunlcm ist as already mentioned in the introduction, furthn::r
hcnu::: by m:u:h historical evidence with regard to the late but rapid
u

anﬁc:i)lrialismiun of many of the presently industrialised countries.
i :

Windows of opportunity for catching up:

From product life cycles to techno-economic paradigms

One of the main shortcomings of the_discuss_ion above :mfl mdezd ::i ;I:.z
roduct life-cycle theory framework is that it assumes that products :
Pndependcnt of one another. Every new product is seen asa radl.caL innova
!Lion, and the successive improwrncqts to it and lq its produa:ht!o:&m;isl
are the incremental changes which bring it lc? maturity, aftelr w_ |c_]‘ cv -
product is seen as a radical departure destined to follow a similar evo
"UInn. fact. as discussed at greater length in the chapter by Fret-:fnan and Pelrss
and in Perez (1988), products build upon one another alnd. arf: mtcrzonr;cc 2
in technology systems. Each product cycle develops mthlp a broa er. am y
which in turn evolves within an even broader system. 'In [I}ls $ense, SUCCEssive
products within a system are equivalent to successive improvements 10 a
product. This means that each ‘new’ product bcne‘ﬁts from the kn-:mrl;edge
and experience developed for its predecessors and its produ!:cr profits rm:;
the already generated externalities. Itis clear that the elcctn_c can-upem:)rl
one of the last minor innovations in a long serics og comumerl(llura! ‘-::s
made of metal or plastic with an electric motor, whu:'h began fifty )-Slfx:
back with refrigerators, vacuum cleaners and washing machme:s. o le
entrants at the can-opener stage of the system find consumers .wnh 'a :
electric’ houses, a fully developed range of optmnal‘equlpr_m:m and ?ddn,s
suppliers, managers and workers with _all the required skﬂl§ an:u:l ru;l }V
made distribution systems. This is certainly not the case for biotechno oga
today which, as a system, is in its very early stages of development. A.“
the same holds for some of the technology systems presently growing
i ronics and its applications.
ar%:ﬁ;"{::?i?; WO Teasons wiy the notion of !ilfe cycles of technqlugy
sysiems is more relevant for development strategies than that El’ S—i?ﬁ]e
product cycles. One is that, as mentioned above the kn(rwlu%ge.lt g 5d1 s._
the experience and the externalities required for the various prok :l;t:
within a system are interrelated and support each other. The ollher is af
the analysis of technologies in terms of systems allgws the I|dcnhﬁcs-ltmn[o
those families of products and processes .wluch will provide the I1rnte' u;
learning and catching up as well as a wide scope for development an

growth,
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It we go back to the various entry phases of the previous section, we fing

that the requirements for entry in Phase I, i.¢. into new products (but now
we add ‘within new systems’), are relatively low with regard to experience
or managerial ability and capital, which would make them ideal for some
developing countries if it were not for the other two factors: the need for
high levels of externalities and of scientific and technical knowledge,
Assuming that government action could eventually compensate for the
lack of locational and infrastructural advantages, let us concentrate on the
type of barrier created by scientific and technical knowledge in the context
of new technology systems.

In the industrialised countries, truly new technology systems do not
necessarily originate in the most powerful, large and experienced firms,
They often involve small firms started up by entrepreneurs with advanced

university training in specialised areas, such as has been seen in micro- !

clectronics and biotechnology, or revolutionary new ideas as those applied
by Henry Ford. Much of the knowledge and skills which will later be
required for the growth phase of the system and for subsequent products
are developed within these firms as they evalve and either grow or are
absorbed by large firms or simply disappear,

We are suggesting. then, that much of the knowledge required to enter a
technology system in its early phase is in fact public knowledge available at
universities. Many of the skills required must be invented in practice. It is
only as the system cvolves that it generates the new knowledge and skills
which become increasingly of a private nature and are not willingly sold to
competitors anywhere. With time. as discussed in the previous section, the
system approaches maturity, and again both the knowledge and the skills
tend to become public or are willingly sold at a price.

This implies that, given the availability of well-qualified university
personnel, a window of opportunity opens for relatively autonomous entry
into new products in a new technology system in its early phases. This
partly explains the cases of ¢lectronic innovations occurring outside the
main industrialised nations mentioned earlier on. The problem now
becomes whether the endogenous generation of knowledge and skills will
be sufficient to remain in business as the system evolves. And this implies
not only constant technological effort but also a growing flow of invest-
ment. Development is not about individual product successes but about the
capacity to establish interrelated technology systems in evolution. which
generate synergies for self-sustained growth processes.

If we follow the taxonomy put forward in the chapter by Freeman and
Perez, it will be clear that the technology systems discussed here are in turn
the elements of a larger whole—a techno-economic paradigm which also
evolves in time from an early phase through growth to maturity. The ‘life-
cycle’ of such a techno-cconomic paradigm is composed of a series of
interrelated technology systems. There is no need to discuss this issue here,
but itis clear that cach new techno-economic paradigm requires, generates
and diffuses new types of knowledge. skills and experience and provides a
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favourable environment for easy entry into more and more pmc!ucts w!tt}:n)
A ' In this view, the present transition period identified with a
e S}‘SIET?n:rcconomic paradigm will affect the whole range of tccl}no-
chang‘cll_? E;z which evolved and matured under the previoqs paradngm.
Icgy- bybf fihzern will be profoundly transformed as the new information-
Mml o flexible, systemic, microelectronics-based paradigm propagates
m[cns‘l\:;i mduc,tive system. Mature industries reconvert, mature pro-
across' chi:icsigned new products and industries appear and grow, giving
d.uds dreew 1echnoloéy systems based on other sorts of relevant know!cdge
:23 1?c.lg;uiring, and generating new skills and new locational and infra-
Hr'tllilli:rﬂ:;ﬂzasn?iziver. that firms and countries that had acsfumulatrcd
great advanmgi‘:s in the now superseded technology systems fafc».: ;I‘ICI::(S}I;I%
costs in getting rid of the experience and the externalities of the asog
sort and in acquiring the new ones. Newcomers th?lt, for wha;e.ver r%mt i;
possess the new relevant knowledge and skills are .11ghtjar anrd ﬁster.d e
why these periods of paradigm change havc_I'us;[:)rp:alljr allowe
countries to catch up and even surpass th_e previous leaders. 4
What this means for lagging countries is that durn_]g. periods of paradigm
transitions there are two sorts of favoural?le conditions for c.arl:hllng up.
First of all, there is time for learning while e:veryhody» else s.]dmrig_{;{;.]
Secondly, given a reasonable level of productive capacity and loca L o
advantages and a sufficient endowment of qualified hl.!ﬂ'la"ﬂ remurcc?tlh e
new technologies, a temporary window of opportunity 15 0pen, Wi
s of entry where it matters most. :
Thgzl::{:z;ﬁe, anyr{levcloping country that can trul.yltake advantggc (;f th;sf
sort of opportunity has probably reached that position .thmugh eca c:e i
efforts at entering mature technologies and prqbably with some success 5.
But breaking the vicious circle requires growing sg,_rslcms. and synergtllf ‘1;
Mature technologies are by definition the less dynamic ones. an:st grow
based on interrelated technological dynamism, on the capacity to n;lal-:c
successive improvements across a wide range of technolog:,ues‘ aln I[I?
generate externalities for an even wider range 9[ related activities. 1t s
such processes that result in lowering the cost of entry (and qf upcratmlnj:
for other firms. So early entry into new technology systems 15 the crucia
ingredient for the process of catching up. . ‘
lfl[!'liﬂlpnncmial. fu? technological catching up remains, however, subject tlc!
manv of the various threshold levels and the entry cost componen ]t;
mentioned earlier on. Locational and infrastructural advan;agesl do not fa
from heaven, nor does a particular country’s endowment in scientific and%
technical personnel and skills. They result frur‘n the prcumlrjscrlstolli'{ic?ﬂ
development, plus natural resources, and social, cultgral Lu;1 Ipol -
factors. And, depending on the nature of the new parad}gm. t es-': can |
excellent, very good, bad or hopelessly inadequate in any pa.rtl::‘u ar
country. Purthermore. taking advantage of new opportunitics and [a:nucre-
able conditions requires the capacity 10 recognise them, the competen
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and imagination to design an adequate strategy,
and political will to carry it through.

The real chances of advance for any particular country may be very lar,
or very small depending on all the factors mentioned, but they will alsg be
affected by the ultimate shape taken by the socio-institutional framewaork
at the international level. Our main point is that the present period has
been and continues to be particularly favourable for attempting a leap jn
development of whatever size is possible. And this demands a complete

reassessment of each country’s conditions in the light of the new oppor-
tunities.

and the social conditiong
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22 Industrial structure, technical change and
microec_(_nﬂmic behaviour in LDCs

Kurt Unger

El Colegio de Mexice, Mexico City

Introduction

The conventional analysis of import substitution industrialisation has by
now produced a considerable number of studies accounting for the failure
and successes achieved by many countries through that route. In spite of
the broad coverage of these analyses there are still several major areas of
dynamic analysis waiting to receive better attention. Two of these are the
dynamics of competition (and what it implies with respect to the process of
innovation) and the process of technological learning. It is my belief that
the dynamics of competition and learning in less developed countries
(LDCs) need to be better understood before we attempt to model the
entrepreneurial reactions and attitudes towards innovation that would be
necessary to accommodate together the micro and macro objectives of the
new industrialisation strategies in those countries.

By examining the underpinnings of traditional import substitution
industrialisation analysis in these two dynamic areas, we may be able to
show that the very basic requirements of some of the new, more aggressive
industrialisation policies, such as export promotion andfor technological
leapfrogging with regard to microelectronics and biotechnology, are —and
in line with the arguments set out in the previous chapter —very difficult to
attain.' The most obvious factor missing to guarantee the success of these
policies is that of the Schumpeterian entrepreneur, for whom the jump in
gquantum and quality of the ‘domestic supply’ required is so enormous that
it seems unrealistic. Furthermore, the evolutionary sequence of entre-
preneurial build-up of technological capabilities stressed by authors such as
Nelson and Winter (1982) and Katz (1984) within the context of less
developed countries suggests a gradual process not easily amenable to
leapfrogging or to the sudden change to the export-oriented industrialisa-
tion argument. Here we intend to show that past experience with regard to
entrepreneurial behaviour during import substitution industrialisation
supports neither the demands nor the expectations now raised by the new
strategies. In addition, we will argue that the user-producer interactive
scheme of industrial innovation, as emphasized in various other contribu-
tions to this book but in particular in the chapter by Lundvall, is also
rather weak in most LDCs due to the lack of a sufficiently strong capital-
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oods sector as well as the poor de\-’elt.)pmcnt of the ipstitulu{nal frame-
Jork essential to the creation of the na!mnal syslﬁ‘m of ||1n(?vat|0n._ >
P The chapter is divided into two sections. The first one summarises the
racteristics of the industrial structure that dcvelopf:d during import
Cha- tution industrialisation: the preference for expanding the consumer-
e : dustries in oligopolistic markets, facilitated by the use of imported
uodmli y, and generating few incentives or rewards for entrepreneurial
lecft:;)kir%g In the second section, the issue of technology trans_fer and
:S]atcd topics of technological change such as diffusion, pac}kagmgtar;jf
learning are explored to explain the relguvely_slnw deve opmen i
technological capabilities taking place during this process. bomi ‘-:Og.
clusions that bear on the prospects of the new strategies are brielly
summarised at the end.

Industrialisation, entreprencurship and the market system in LDCs

The choice of domestic production to Subslitl:lte for imports implemented
through import substitution industrialisation in most LDCs has meant t_he
creation of two major negative results. One is a far less than competitive
environment biased towards the development Df, qonsur:]er-goods indus-
tries (of relatively high profitability in spite of their 1Inefﬁc:|ency): the IJ.I]_'IE['
is the continuing dependency of the economy on imports of pmduuu:!n
goods. Given the inefficiency of consumer-goods }ndustr1es to compete in
external markets through exports, a limit to the imports capacity of pro-
duction goods has appeared as a result of f_cm::gn exchange cgn‘stralfns.
Consequently, most LDCs have ended up with a stagnant, inefficient and
non-integrated industrial sector. .

The wav in which such results were achieved, we will argue, must be
analysed in a more rigorous manner than that c:_:nvcntionaily adopted by
simﬁly attributing them to market inefficiencies induced extemallylrto _thei
proper (ideal) mechanisms that onght to conform to the neo-c ‘dssma
market paradigm. The fact that those results are more the rule than the
exception demands from us an attempt to construct new forms of analysis.
Here we adopt an approach similar to that suggested by some of the
evolutionary writers reviewed in the rest of lthe boolj‘.. The Lhre;?d I{J[
the argument evolves around the way in which technical change is in-
corporated into and determines the industrial structures of LDCs during
the process of import substitution industrialisation. - Il

Such an outcome is far from being conducive to an equilibrating situa-
tion. For many countries, and especially l_hc advanced countries, the
proposition sustained in the introduction and in other chapters of this book
may well be accepted: that the world is much mor_e_stablc andfnrdcrcd [ha!'t
what can be deduced on the grounds of the prevailing thcog’y.“ However, it
is hard to conceive of such an automatic aqjustmen[ taking place in ll}e
LDCs in present times, and even less so if the market system is still
assumed to guide the adjustment process into the near future.
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Ever since the beginning, the price system has been denied its basic

allocative function as the guiding post reflecting searcity, quality and choice
of priorities for the development of new industrial activities in LDCs. For
one, the import substitution industrialisation strategy relied on a protee.
ton system to fix domestic prices, and that system gave rise to and
perpetuated a set of pricing practices that discriminated against production
goods and exports, favouring the continuing extension of the mix of con-

sumer goods domestically produced. The profitability of the latter was noy

necessarily related to their efficient production, and was enhanced through
a double mechanism that offered both high domestic prices to the pro-
tected consumer goods, while at the same time allowing those producers to
import production goods at international or subsidised costs. These are in
the end the main causes accounting for the failure of the import substitu-
tion industrialisation strategy to solve the balance-of-payments structural
constraints which it was originally supposed to correct.

Although most people would agree on the poor implementation of
protection in most countries,* there is still controversy about its future uses
and about the extent to which the pure market system can be expected to
substitute for it efficiently.

The major assumption behind the liberalisation proposals is usually

related to the fact that in the absence of protection efficiency will appear
everywhere (i.e. the old virtues of the market system will take over only if
imperfections of this sort are removed), a result which is very unlikely to
occur: more probably, some domestic industries will disappear in the face
of open competition from imports. Whether the trade balance will as a
result turn positive is unclear. More importantly, however, the validity of
the infant industry argument will need to be retained if the logic of future
industrial development of LDCs were to suggest priority to the production-
goods (and particularly capital-goods) industries. This priority would seem
to be reinforced when considering the diffusion of the new micro-
electronics technologies, since these may have a considerable impact on
the design, the production and the functioning of many capital goods.

The importance of developing a domestic capital-goods industry seems
generally accepted as a necessary condition to enhance a country’s capacity
to develop successful innovations. This is well argued in the analysis of the
innovation process as the result of effective user—producer interactions, as
illustrated in Lundvall’s chapter. It is also implicit in the taxonomy of
technological trajectories developed by Pavitt (1984), and most clearly so
in respect of the supplier-dominated group of industries. In both these
accounts one discovers a key role for the machinery-producing sector in the
development of the patterns of specialisation that are observed for most of
the Scandinavian and Western European industrialised countries.

However, the user-producer approach also argues that inertia tends to
consolidate the existing user-producer networks, an inertia that leads to
decision-making on the basis of past experiences. This inertia develops not
only within national systems of innovation, but also with regard to relation-
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ships involving domestic user firms and foreign proiu:t‘:rs-rﬁgii:s:’abl‘ll:::ﬁg
. the international machinery or technology markets. 11 . F} i
& elv familiar to many LDCs. Thus the permanent links reinforce
ol ~d canital goods and technology create a degree of techno-
Qe et T s (At iy ! unless very specific policy
]ogil’.‘.‘ll dependence tgi:; IS::; :?; e overcome

g ete >nd. )
m?::;::l zrgceg:;gpcrfurm crucial roles that lead one to neglect the strategic
importance of an cnd‘ogcr}ous useraproducc‘r interact;on.llzf:’:?iftj ;\;ln ’t:ra:
entrepreneurial function 1s poorly perfgrmg.d from the vi e .;131
term perspective of the host economies. This applies lo_T..ra.ns:ll:lh s
corporations (TNCs). locally owned ﬁr{'ns and state en'}terprna:cs. e su d
sidiaries of TNCs assume the technological leadership in 1.%1& ¢conomy an
become the major source of advanced lcc!w_.n‘tnlogry. constituting the main
vehicle to transfer technological changes originating frm'p. and-confc-rmmg
to the conditions in advanced countries. The TNCs‘rephcatek mlerna!lg,l' 12
each LDC the oligopolistic market structure of their countries of orlgm.d
supplying their previous importers of finished goods with locally assemble
goods using imported inputs and 1rnporl-:?d technology. . :

With regard to technology, private firms under local ownership have
reacted less actively than TNC subsidiaries. They have chosen, even more
significantly than the TNC subsidiaries, to concentrate on th(': most tl‘:’idl-
tional niches of industrial production; food products, clo‘thmg. textiles,
furniture, wood products and metal products, most of which are usually
dominated by local firms. Their technology acquisitions are not differently
guided from those of the TNCs, i.c. they search for the wcll-knlown and
most reliable technology source, which means for the most part imported
technology.® Price and the use of imported inputs and equlpment are not
particularly scrutinised, inasmuch as they can pass the costs mvu}ved on to
the consumers. If these firms had previously been involved in foreign
trade, it is yet more likely that their industrial activity anq_:i their tcghno!ogy
acquisitions would have been limited to assemble or replicate the imported
good.® ‘

As industrialist the state has also acted rather poorly. First H!'ld foremost,
the state has usually entered industries where private enterprises have not
been interested due to the large amount of investment needed (e. £ :j:leel)
or where low-priced intermediate inputs (e.g. petrochemicals, fernllsert_;}.
or low-priced basic goods (e.g. maize and other st:tplc goods for the hasn_a
diet) have not offered attractive returns to private mvestors. For the most
part. state industries have developed rather inefficiently due to the absence
of any competition, and have also been forced to offer those produf:ts al
subsidised prices to the consumer-goods pr(laduccr._q. In other word?. not
only can the origin of inefficiency be mot:cd in the inputs at the beginning
of the production system —inefficiency which 1'5‘1hcn. t}'anslrmtted to the rest
of the system—but in order to finance Ithezls.c inefficiencics, the state has
developed structural deficiencies which it will be difficult to correct in the
future,




484 KURT UNGER

On the technology side, much like the priv
have in general been passive importers of technology and capital goods,
The state-owned enterprises choose their technology under criteria that dg
not conform to any conventional paradigm. According to James (1986,
P- 21), the technological choices of state-owned enterprises are substan-
tially at odds with the traditional theory of the firm. Management decision
rules are highly simplified, poorly informed and subject to a variety of
subtle motivations of unclear direction.’ From a different perspective,
though, the relatively high capital intensity of most of the industries where
the state dominates should provide an interesting opportunity to develop a
capital-goods industry.

The short-sighted guidance of the state
periods, such as in the mid-1970s, when shortages of foreign exchange in
many LDCs had already been clearly associated with their heavy depen-
deney on imported production goods. Not long after, explicit policy
proposals had appeared making state purchases a key instrument for the
development of local capital-goods industries (see, for instance, the
Mexican NAFINSA-UNIDO. 1977, programme), and the oil revenues of
the late 1970s and early 1980s were wasted in imports of production goods
along the same pattern that had characterised most of the previous import
substitution industrialisation pattern. Similar behaviour was observed in
some of the other oil-rich countries where the state controls the
(e.g. Venezuela, Ecuador and some of the Arab countries).

ate sector, state enterprises

industry

Technology transfer and learning in LDCs

In spite of the substantial literature dealing with the transfer of technology
and the involvement of TNCs in LDCs,® there are still several major issues
that have attracted relatively little attention: the determinants and variety
of technology transfer, the degree and extent of local learning vis-a-vis the
continuing dependency on imported technology, the integration of local
industry to domestic capital-goods producers, and the role of technology in
the international division of TNCs activities. These issues are explored in
the remainder of this chapter,

Technology transfer is an old but still inadequately tackled subject in
most of the development literature. In so far as there has been in general
poor treatment of the innovation and diffusion process in advanced coun-
tries, giving rise to the recent suggestions along post-Schumpeterian lines
mentioned earlier (the evolutionary approach of Nelson and Winter, and
the taxonomy of trajectories of technical change of Pavitt), there is a need
to adjust the conventional view of technology transfer as a spontancous,
linear, static, neutral and homogeneous process that does not distinguish
between sectors of activity, firms and countries involved. Some of the
empirical studies in the early 1970s were already pointing to the necessity
of recognising these different characteristics, sectoral conditions and

has been verified again in recent
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uences.” However, in so far as these were primarily sectoral'anci
e specific-type of analyses, these studies could not test for cxpldna}
T ‘;ﬂtgfg more generally applicable basis. This remains one of today’s
tio
majnrlfhglrﬁl‘;izi;ms‘ one may be able to explain in a more cu-rnprchcnsulrc

’[n l::fthc determinants of t'echnnlogy transf?r: why do ﬁrms‘e?ga.ge in

|!1;mr}_ 7 According to the dominant foreign investment thet:)rles (aeel in
hcem!:i]gt. il the chapter by Chesnais), firms will choose the dlr_ect foreign
Imorc : I?l mechanism asdtheir first option, preferring fﬂrci_gn lnvesFment
mw:sfmfcater rent-extracting potential, and turning to licensing c‘m_ly if that
o “bt?al cannot be realised (Caves, 1983, p. 204). Accordingly.}t is mostly
If}imtrz‘ircn:mt;tamces that are relatively uncuqducive o I[orellgn m'-:nlzlstmcn;
that need to be looked at when determining when licensing will occu

g +13). ; ,
Ui“:;;tgifa{z’ fac:)tor.°r may influence the preference for licensing rather
than direct investment. According to Caves (1983, p. 224),

arm’s-length licensing is encouraged ‘by ‘risks to foreign mvc.st.orf ?:Idsut-):rlr:;ﬁr 't)uf
entry of subsidiaries. by short economic life of the knmlvledge asset, vzsmrp it 2
the technology, by high capital costs for the potential fﬂ_mg'fl :f;iwnS[r;'
certain types of product market competition that favour reciproca g

Thinking of technology lransfcr_ as transatftiuns taking é)ltac‘?nminetug
organised market (in the sense used in Lundxr'all's cha!:lter)., an ‘ta ;mgld i
consideration some of the factors encouraging the llcensmg-. i ﬁw.n s
plausible to expect market imperfections with rcgar_cl to pl'[c;;:— _xlng];ke[
extent of knowledge transferred: the degree and nmm_g'of di quICI ; iny
to follow the knowledge transferred; and the con_dlllons o ??;:N il:g. h%
involving other elements of technology. The pr-::don.nnanl l;olct ?he m; ks
the technology transfer process adds furth§r queslmnsha ou nsferrils o
working of a market system as such. especially when the tra

: and subsidiary firms.

Wﬁ;ﬁﬂp«gﬁ;l;ﬂwm‘:h pric);:s are fixed for‘technnlogy irar‘usfcr clontr:;(:;
hardly resembles the demand-supply static scheme relating pnc.es o
quam'i[ics‘ The technological knowledge Imvolved usually ;epres.en_ v
whole set of ‘indivisible’ information which cannot be broken upltl'r:ag
marginal quantities. Furthermore, price*f*, usually in the form l::-if roya; 1a.gE
will be fixed rather arbitrarily, representing merely a compensation o ph.
efforts invested in accumulating the know-how or experience relat‘-.I]d tgttb:
technology transferred. In other words. most of the tm.-.e there w: E ri
additional or marginal costs associated with the transfer opel:dtw r.m_ .
anything, there is an opportunity cost in the sense that the prc;p;ne“c;; dir%,ct
have wanted to exploit the husines:] h:;nsclf directly, as argued by

ign investment model reviewed above. .
[Uf-:fr”i:‘t;z::l well-organised information system to -:_:oznp_are ther\;:;;:;?;
possible suppliers. Thus even the arm’s-length type of lm.nsnr;_gc:a?nd dto
a negotiated price fixed by mutual agreement from both parties.
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thc‘mgh the purchaser may not have complete information to consid
;:o.stly a_l@mat;vea, these may not be of much relevance when he ;(I)ui:;?s
ransmitting that price to his domestic, captive (due to protecti 3
tomers. The degree of irregularity in price-fixing!! 4 e o a
i:;s(t:;atcd du;ilng the first half of Ehe lsl'j?ﬂs, wi::rg; mo\;:s‘gg\::?r?r:gmge'm
were able to introduce legislation limiting royalty pa P
i : . . ; yments to lesg
o :r;:- l}_:fii :;i Rgcv;ous percentages, without seriously inhibiting the licens-
Ope d_lfﬁcu]l aspect that will influence the technology price is the
u‘.f diffusion of the knowledge transferred versus the cxclusivé a rexte.nt
tion by the licensee. Virtually all technologies will be subject S[;F:):Pﬂﬂ-
!ater, to a considerable degree of diffusion. The transfer of ‘techne]r -
itself represents the initial step of a diffusion process that may fu(;t?]gy
expand through copying, subcontracting and the like. In fact, access ;ﬂ'
technology has not been high in the ranking of barriers of emryj in the ]as‘:
decade, a:;u:l less so for older industrial activities where technology has
ma‘tured.‘ Yet it is difficult to assess a priori the number of years gd)‘:]r'll'l
which a nf‘m may be able to profit from the use of technology obtained ng
an .t’:xcluswe basis; this period should be, in principle, the only one f :
which the licensor might have the right to a royalty in c;Cchange. : b
The assessment of the extent of knowledge involved in the transfer of
te chnology has remained a difficult issue both from a neo-classical perspec-
tive and tt)e more explicit assumption of perfect information and frompthe
tcchn_oiogmal development perspective. Perhaps the most significant
contribution to the first is the well-known Arrow paradox on the lack of
comp:ete _inforrnatjon when acquiring information (Arrow, 1962). If
;{ij;:gpit:r-mfurmdtlon existed, the need to acquire it would naturally
As far as the relationship between technology transfer and the accumula-
tion of technological capability is concerned, there have been a large
numt_)er of empirical studies showing a highly diversified pattern in thgis
relationship, depending on the nature of the contract, the firms involved
the sectors of activity, and so on.'* One needs also—as emphasised in the
preceding chapter by Perez and Soete—to distinguish between transfer of
know!edge merely related to the proper operation of the specific techno-
logy m't'u]vcd and the more ambitious transmission of the ‘paradigm
fuundatmfms’ lthat may enable the licensee to produce for himsel?lhe ngew
technologies implicit or likely to develop along the technological trajector
that may be anticipated for that industry or type of products. i
Technology transfer studies have generally failed to account for the
phenomenon of technological packages. Some studies, especially empirical
sectoral studies,'” have identified a variety of conditions linked E) the
technology packages. For some sectors, it is the packaging of technolo
elements as such (trademarks, patents, know-how, etc.) that is crucial Fg):
olhcl_' ;gclurs., where technology diffusion has been general Lechn(;lo
acquisitions, if any, take place on the basis of single Lcchuolo,gy e1:3|'rm&|'ng-~:}.r
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For other sectors, where the principle of producing and/or operating the
equipment has not experienced such widespread diffusion, the package
often includes the supply of capital goods. As we have already mentioned,
and following Pavitt (1984), there will be a good number of sectors where
rechnological trajectories will be crucially dependent upon (among other
things) the complementary relations between producers and users of
capital goods.

One major shortcoming of technology transfer studies in this area has
been the inadequate (sometimes totally absent) treatment of capital goods
as a crucial input into the transfer package, something increasingly recog-
nised as important in the discussion on innovation and technological
trajectories in advanced countries, ¢ but probably even more important for
LDCs in so far as it may inhibit their chances to initiate the development of
their capital-goods industries. In this respect, earlier suggestions to treat
the capital-goods industry both as a source of technology and as the locus
for the accumulation of technological capacity (Rosenberg, 1976; Stewart,
1978) have been for the most parl ignored. And recently, the sudden
upsurge of literature advocating both export-oriented strategies and
microelectronics as a vehicle into exports or leapfrogging in the context of
the international process of industrial restructuring (see, e.g., Soete, 19853)
has further obscured the crucial link between technological capacity and
the development of the capital goods industries.

The social costs associated with the poor development of capital-goods
industries are not properly captured by the price system used by the firm
when comparing between domestic and imported capital goods. Two
major social costs absent from that system are the chronic trade deficits of
countries that do not produce capital goods and the lack of their own
technological capability to innovate, adapt or copy technologies that are
closely associated with the capital-goods industry. The rising trade deficits
of the Latin American countries, for instance, are structural in the sense
that they are derived from the interplay between two forces: the depen-
dence on imports of production (and especially capital) goods in order to
grow, and the lack of an export capability also associated to a large extent
with a limited technological capability that could permit a more suitable
exploitation of local resources. The successful experience of South East
Asian exporters, on the other hand, seems to rest largely on the develop-
ment of a capability to improve, adapt and innovate in order to take
advantage of local conditions. What is probably most important to note
here is that the development of such a capability may have been more
related to the development of their capital-goods industries than generally
recognised."”

Capital-goods production has been considered in the past as one of the
main vehicles for the acquisition of a technological capability, as argued
above. But the link becomes even stronger when one considers the present
surge of innovations in microelectronics, since many of them take place as
a result of the matching of microelectronics applications to capital goods.
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Such applications cannot take place withou
the diffusion of earlier electromechanical vintages of capital-goods produye.
tion towards LDCs was taking place at a relatively slow pace, the develop-
ment of capital goods based on the new technologies (or the upgrading of
the previously developed machine producers)'® will face much stronger
bottlenecks if national policy does not play an active role. The discussion of
an appropriate protection policy, to apply in a highly selective fashion thag
gives pre-eminence to learning objectives, becomes of relevance again, '

The need to have a strong technological national policy does not neces-

sarily mean the introduction of wider state intervention across all industry,
It certainly is necessary to make a careful and selective assessment of which
sectors are likely to suffer most from the application of the new techno-
logy. The same can be said about the export prospects linked to the new
technologies. Here the assessment of export-oriented strategies will need
to include an estimate of the extent to which the new technology facilitates
or opposes international sourcing. It has been argued that a declining trend
in sourcing is to be expected given the benefits that may be derived from
relocating production near the final markets. 2

The analysis takes us beyond the microeconomic framework into issues
of international trade, international location and the strategic responses of
firms according to the structure of their markets—topics dealt within more
detail in other chapters of this book. At the same time, though, the analysis
calls for a more integrated analysis of the North and the South than what
has been attempted so far. Here we introduce only a short list of arguments
that point to some additional difficulties to be faced by LDCs in their
attempt to follow open routes of industrialisation on an integrated basis
with countries in the North.

If one is to give serious consideration to some of the recent trends of
industrial restructuring in industrialised countries and their implications for
LDCs, the outcome is more likely to be pessimistic in tone. Three major
trends are commonly stressed in some of the recent literature: the loca-
tional effect of new technologies; the organisational changes accompanying
the applications of microelectronics: and the protectionism of major
importing countries as they face trade imbalances along their restructuring
process.

The reconcentration of industrial activities close to the final markets has
been a matter of recent observation both at the macro and micro levels. As
discussed in more detail in Chesnais’s chapter, the US economy has turned
into a net recipient of foreign investment' in the 1980s in the search for
one of the few remaining dynamic markets. At the micro level. both the
application of microelectronics to production and the Japanese transforma-
tion of organisation systems have shifted the source of comparative
advantage away from traditional concerns with relative labour cost, which
represented the major attraction to base production in LDCs, to systems
gains through savings of time, total quality control and lower inventory
costs. These systems gains are better achieved if production of all parts and

1 the latter. In other words, if
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: ‘ ithin a reasonable proximity.* e
wﬂpjrrz:.‘[:}:(; zz;ifllzcﬁ::[;?:;ggding achievement from LDCs in thl::. t}ﬁfn?.f
organisational innovation, it is necess::r_y “;:iﬂrl::;i]:h(?; :1:1: ;Ef:]ltléglhno_

is : ing ¢ st) countries
?1;;?2: :c:ff)zca::sgl;];:rt;;g:; tt)w Perez, 1985) will not confront LDCs as
ogies
EICum!lyl*r we would need to assume that these countries may be able to
: Rm;st‘cp further into the integration gf the new organisation systems
L hp t having transited through the previous one and, in some cases, are
o L:u start totally from scratch. Past experience with state enterprises _anc!
ﬁbl-ell o trepreneurial behaviour in times of relatively easier cgndmom
s cnhourf)ever to deny such expectations. There only remains some
Secrzs;hat |1ewlyr attracted TNCs may respond to internationally shaped
Ezﬁmuds, a result not likely to occur on a large scale for_the reasons set out
above and, in any case, possibly not a desirable trendl enhc‘r.k st
Finally, even if a few LDCs may find t.hc NECessary o'onc!ltu?zfs {[;ipms
priate for themselves the new technological and organisationa pzra; = é :
while retaining some of their traditional sources of comparative at \;: ;10n§3;
(labour cost, natural resources, energy sources, etc.).l lhc'pro (< i
sentiment clearly prevalent in the major DC markei_;s ‘15 gomghteo ‘Ll] b
widespread effect of this type. In recent years, fpr mbtr%nce, t R
States has been increasingly introducing protection in 5eclor.v;_ B
trade deficit has become more important or wherft the impact g me?es =
closely related to certain regions within the United Statfe;. xa’r.na s
such sectors are the automotive (though in the form o -;:E?I; ;d el
tary’ expur{ restrictions), clothing and textiles, shoes, s
]m:IIl‘lr?;nEEC has also introduced protection for some of these se-:;tors.uIsr:
the absence of protectionism, these sectors woulfi_ be amor:g 1; eifThe
obvious sectors for LDCs to fit their future cc-m'p}:utwe.advan afgoc:m ara)_r
could only couple with success some of the tradmonal_faclgrsto - Ek.ﬂy
tive advantage with the application of new technulogle‘s, Iu m e
the protectionist trends are here to stay, if not to be implemen
idely.
m(;;:s;;:rly zne of the few open alternatives left to LDCs may l_:vgi Itln; :s;);:
again to greater integration among themselves. If '_Lhcbp_n;stl " al:gued
enlarging North—-South trade relations may not be -so rflg o
above, there is always some room 1o enlarg_e the scalfa o ;]?eris il
bringing together the markets of neighbouring v::m-mtmasa ;5 gt
stimulated if the countries involved are not too .dlstaTll‘. eve olp B
from each other, and if they consequently percel_vfz‘the ?u;uz g 5o
ecach in developing certain healthy complementarities. T c a l;;cgin ok
ces of Latin American integration ?ffocrts ?tt?n,;pli?i S;naé;:r%; s:;;‘ P
- ‘h as the Andean Pact and the Central Americ wket,
E:t[e ﬁ?:? prevented a more modest (though probably mtn?n; pBrlc-!:za:lsr:fc]i
initiative for common projects recently launched by Argentina,
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Uruguay.* Notwithstanding the optimism with which these initiatives mg;

be contemplated, the very selective number and type of neighbours thay
can be brought together in such conditions determines the limited scale gp
which these arrangements could take place in reality,

Conclusions

The LDCs find themselves on the verge of a new vicious circle, whereb

the international conditions of competition are dramatically altered by the
effect of new technological and organisational innovations which demand a
new and even more active role from entrepreneurs than what was exper-
ienced in the recent past. Both neo-classical economics theory and conven-
tional development economics theory have traditionally lacked a serious
treatment of the imperfections that characterise entrepreneurial behaviour,
while they both seem to rest on the unrealistic assumptions that if market
signals (in the neo-classical view) or the infrastructural and incentives
systems (in the conventional development view) are rightly devised, a
sufficiently large supply of nationalistic and longer-term-oriented entre-
preneurs will develop. The standard diffusion model, on the other hand,
mistakenly assumes a mechanistic process whereby profit incentives move
accordingly to the stage of diffusion and. in common with the other
theories, entrepreneurial skills may never be in short supply. The latter
assumption is particularly inadequate to the common LDC environment,
The painful adjustment process taking place in many LDCs during the
recent period has shown that entrepreneurs of this sort are as scarce as any
other of the economic factors.

The conditions derived from the new innovations have not prevented
the appearance of new strategies or the reshaping of old strategies for
LDCs without a careful consideration of the new environment. Export-
oriented strategies continue to be advocated, rather naively ignoring that
they may be in direct conflict with two of the most direct results of those
innovations: the relocation into industrialised countries of products where
LDCs were developing a comparative advantage in terms of the older
technological methods, and the rising trend of protectionism in the indus-
trialised countries. The export-oriented or outward-outlook strategies in
vogue have also failed to consider—for either exporters of new products or
exporters who may incorporate the new technologies in their production in
LDCs—the underlying marriage required between capital goods and
microelectronics, which involves contradiction in the need to develop the
capital goods industries before the marriage may take place. Needless to
say, the development of capital goods and its qualification as the focus of
technological capability accumulation have implicitly disappeared as a
priority in the mainstream interpretations of outward-looking strategies.

Finally, our review of the sources of market imperfections detected for
technology transfer operations suggests that those imperfections may
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ome even more pronounced for transfers invc_:lving ic nmf' r,tc‘cl:hng-f
1 | innovations. Imperfections associated wn{h price, quantity :
lOg1ml dee. diffusion patterns and related aspects will continue, or may e
g gtf]c future. But probably most importantly, the conquns given
i 1? hnological packages are going to deteriorate for .'ITDCS. jnc!udlng
i K? l:; e of imports of capital goods, which in our view remains an
;:fp:]j:;ntgpriority for the technological development of LDCs.

Notes

1. A somewhat similar approach is taken in other recent works, such as Schmitz
1984). e . ] 1
2 fI'his is argued in spite of the limitations of conventional u_:mry to :lam;:au;::l nfu;
' the dynamic adjustment taking place over the long, run with r:_:n:hmca c' dg1
acting at the same time as a disequilibrating factor—in a static sense —and
irecti f change.
source of order for the directions o : .
3. Some important exceptions must be noted with respect to mun'lr:es ;u;:l;gz;s;
3 Japan (see, for instance, Weiss, 1986), South Korea (sc'.: Wcstph.llhen; : el
and Brazil. With regard to the latter, a recent study c‘Jlscmrercd th e,. cv:o (1130
ment of certain technological capabilities as a sequemml process aving o
with, among others, protection policies systemauca]}_y maintained f-:u"j atl .
wo .dccadcs (Katz. 1984, p. 32). Other factors are siz¢ of mark_et and p ans..
dynamism of the technological frontier, am_:l thel ype gf .prud.uctmn pmce;:r:e.d
4. The ‘follow the leader’ reaction observed in oligopolistic markct?. as 514.'-
" out by Vernon (1973), and stressed in James’s recent SLllr\'c}('j §198‘2r};;3 )};ma“y
; iters heavi ted to cmpirical studies, A
5. For some of the writers heavily devo : ke e, lo
owned firms are in fact on much the same footing as domchtlcls?bsmmnzzlgf
TNC as far as technological behaviour is concerned (see. for u?.«.tancer; : m._
1984, p. 25). They may only retain 2 different type of lcchnolugufal pewaxlc: -
wher; comparing Jdomestic, family-owned firms and state enterprises. i:J:I
found supporting evidence of this sort in our Mexican food-industry study
Unger and Mérquez, 1981). PP i x _
6 g"nr%he late I.atcgamcrs to import substitution |ndustr|al|sahpn. I;iS opposed t;)
- § icti Russia and Ttaly, Hirschman general-
Gerschenkron's depiction of Germany, i
i ir i ializati : ith relatively small plants administering
ises: ‘their industrialization started wit
“last touches” 1o a host of imported inputs, concentrated on r?m:sum;r Eam.-,;r
3 : g n + ol
than producer goods, and often was speci fically dcs1gncdf;o unprcu--n:l [t ; ae:,ar
i i ho were suddenly cut off, as a resu
of consumption of populations w 3 . il
or balance-of-payments crisis, from mpm:n;d goods to which they had bec
* g f 515 ).
accustomed’ (1986, p. 9; author’s emphasis).. ) _ ‘ )
7. References gi{vcn by James (1986) cover studies on India, Brazil and Tfmmlzle"lr..
- For the Mexican context, Villarreal and Villarreal (1978) have also gl
evi : of the same nature, . . o .
]L\«}ld-fr::; these studies have concentrated on Latin American countries and a
I'e:?Ashn cbumrics. See, for instance, Vaitsos (1974), Chudnovsky (1974),
Katz (1976), Fajnzylber and Martinez Tarragé (1976). and Lall (1983).
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. See the works of Nadal (1977), Cooper and Maxwell (1975), Wionsczek,

Bueno and Navarrete (1974), IDRC (1980), Unger and Mirquez (1981),
Rattner (1977), etc.

The knowledge transferred could thus be characterised as a public good, as
suggested by Fransman (1985).

For Fransman, the price of knowledge is indeterminate, ranging between g
minimum level determined by the cost of producing that knowledge to a
maximum amount determined by the buyer’s estimate of the cost of the next
best alternative (1985, P 577). Alternatively, one could think that the maxi-
mum is determined by the buyer's perception (usually being a producer
himself) of the limits of his market to bear higher costs,

- In the Mexican case, for instance, a 3 per cent limit on royalties on sales was

then imposed, while there were pre-legislation contracts on a 10 per cent basjg
(see Nadal, 1977). Not surprisingly, the AC are again pressing against royalty
limits and in favour of the extension of patent rights periods, given the ongoing
and further expected technological transformations of industry, and the
competitive fears they raise. And at the other end, in LDCs facing recently
depressed growth and investment, concessions are accordingly being granted
under elusive arguments. For instance, since 1982 the Mexican authorities
have relaxed the 3 per cent limit ‘in order to permit the transfer of better [sic]
technology’ (Gustavo Gomez Bustos introducing G. Funes paper to the Austin
meeting, April 1986). The limit is now relaxed up to 10 per cent again, though
the assessment of the “quality’ of the technology involved is not specified.

- The few typical exceptions may be electronics, biotechnology and new mater-

16.

i

I8,

ials technologies, which are supposed to be in the earlier phase of their
technological trajectories. Most other sectors are seen in the phasce of wider
diffusion of their technological principles and applications, which serves to
explain the upsurge of some low-wage efficient LDC competitors.

Similarly to Pavitt's affirmation that ‘most technological knowledge turns out
not to be ‘information’ that is generally applicable and easily reproducible. but
specific to firms and applications, cumulative in development and varied
amongst sectors in source and direction’ (1984, p. 343), the transfer of techno-
logical knowledge has to be examined in the context of a wide variety of
specific conditions before we can assume that it will increase the technological
capabilities of a firm or an industry, Among the interesting empirical studies,
one should mention Katz (1984), Westphal er al. (1981), Lall (1983) and Unger
(1985).

See Cooper and Maxwell (1974), Mercado (1980), Nadal (1977), Unger and
Maérquez (1981), Unger and Saldana (1984), Cortés (1977), Katz (1976, 1984),
Vitelli (1985).

See, for instance, Pavitt's qualification to the evolutionary models on the basis
of distinguishing the variety of conditions around the complementary relations
between producers and users of capital goods.

Among the few exceptions, there is a recent reference explaining Singapore’s
advantage as the location for MNC production of computer disk drives as a
direct consequence of the country’s well-developed machining industry
(James, 1986, p. 6).

Numerically controlled machine tools are a case in point where conventional
machine-teols producers may be displaced if they do not respond actively (see
the case of Romy of Brazil in Katz, 1984, p. 31-3). See also Jacobsson (1985)
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19. A similar suggestion is found in Katz (1984, p. 30). In this re;pcct. _lhe q)r::ﬁcg:;-
reserve of certain microelectronics activities to dqmcsnc rmsl-: impc s
instance on the microcomputer industry of Brazil, seems col crcmﬁ o e
pational, long-term perspective, in s[_:itc of the concern raised by user firms
individuals who may base their criticisms on sr}nrl—tcrm cost cnmlpansclns. -
“Thus. a reconcentration trend in the North is forecasted f.m uectn;s as |d
similar as automobiles (JTones and Womack, Il‘luﬁ) and clnt_hmg (Hof man an
Rush. 1984), even though in both cases the influence of microclectronics 15 at
the forefront. See also Chesnais’s chapter. _
21, For an updated account of this process, see Scholl (19&6?. . -
52. The automobile industry, one of the tradlt_mn?.l leaders in the search for po
costs reductions through world-scale distribution of components plants (whal
was known as the trend towards the world car), hasl recently shown a rev_cr.ha]
trend to reconcentrate both in Japan and the United States. For alstnkm-g
comparison of costs in favour of Japan's integrated plants over others in lower
wage areas, see Jones and Womack (1985, p- 4{?[}). o
23. T have given an account of recent protectionist moves for certain sclecte
sectors in Unger (1986). Other references can be found there. .
24. Though this is a recent initiative and no firm nlaslults can bclr::pgrted yet, ﬁn
shows in principle the will to define jointly policies and_pmject:. for specific
sectors. For a list of projects agreed, see Journal de Brazil, 8 December 1986,
p. 14,

20.
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Introduction

The last chapter in this section discusses some contemporary aspects of t
relationships between science and technology and international investment
(generally designated as foreign direct investment (FDI)), with speci
emphasis on the world-wide operations of multinational enterprises.
(MNEs). It is concerned with recent or ongoing changes in the overall
pattern of FDI; in the international sourcing, creation and transfer of
technology by MNEs; and finally in inter-firm technical cooperation agree-
ments also involving such firms. .

Considerable research and policy-oriented discussion have been directed
towards the international dissemination or transfer of technology by MNEs
(for a review and the appropriate references, see, infer alia, Caves, 1982).
Rather less research and discussion have been devoted to the international
sourcing of technology, and more broadly of scientific and technological
knowledge, by MNEs, although this deficiency has now begun to be recog-
nised by some (cf. Dunning and Cantwell, 1986; Bertin, 1986). This
chapter will show that the international sourcing of technology includes, of
course, the organisation of corporate R & D on an international level with
laboratories in several countries, but covers also a wide variety of processes
and mechanisms through which MNEs can organise the centralisation
and appropriation of technology and technical knowledge. Today such
mechanisms include a variety of inter-firm technical cooperation agree-
ments which large corporations belonging to the MNE category are setting
up with other enterprises, notably small, knowledge-intensive firms in
‘high technology’ industries, as well as with universities.

The chapter relates the new developments in the technological strategies
of MNEs, both the ones they develop individually and those they organise
through collective action, to the changes which have occurred internation-
ally since the mid-1970s, notably: (i) the emergence and rapid generalisa-
tion of “international” or ‘world’ oligopoly as the dominant form of supply
structures in all R & D-intensive and scale-intensive industries; (ii) the
world economic situation which has dominated since 1975; and (iii) last but

not least, the important changes in science and technology with which the
whole of this book is concerned.
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r-""'"_'_____
fwo theoretical traditions and a step towards a synthesis

The focus of the alrlaly‘sis is cssential_l_y ohn imema"fmﬁ: ;n;?;::r?c;:oizgstg

NEs. The setting of _the ar}alym.‘ owever, is 1 ; o
; ationalisation, This notion designates the m_de set of econom
o d relationships whereby previously fairly separate national
R i e and interdependent with one
nomies become increasingly mtc_rrlelatcd and interdepe 0
another in all areas of econorqic activity. These mechanisms and re ztlonc—l
ships include the export and import of g,u-:':ds am;l s\f::rwces, out\n';la.r and
inward flows of direct investment and financial cap{tal, outvaard and inwar
Iﬂows of embodied and disembodied tcchnol-:?gy: international movement
of skilled personnel and transborder ii!formauon flows; and, of course, the
internationalised monetary and ﬁnan::lal_syste_m, ; g

The reference to the notion of intemauonghsahon v._rarrants a few indica-
tions concerning the theoretical underpinnings of this chaPter. The con-
ceptual approach which underlies the analysis is at th_e junction point
between the most significant Anglo-Saxon work on foreign direct invest-
ment and the MNE, and the dominant French approaches fowards the
analysis of ‘internationalization’ (de Bernis, 197"{). ‘.acc‘umu.latmn at world
level’ (Amin, 1970; Palloix, 1975}, or ‘world c:_apﬂahsm (Michalet, 19?6}.

The approaches used by American and British schol'ars are essentially
based on an extension of the decision to invest abroad either of the theorj,"
of the firm (Coase, 1937, as extended by_ Hymer, k??ﬂ; Horst, 1974,
Buckley and Casson, 1976, with ‘internalisation’ and the interplay between
‘markets’ and *hierarchies’ (Williamson, 1975) as the key concepts, orlclse
of the theory of industrial organisation and market stn_xcture theory (inrer
alia. Bain, 1956; Scherer, 1970; Caves, 1971; Knickerbocker, 1973;
Vernon, 1974; and, more recently, Newfarmer, 1983, 1985). Here the
extension of domestic oligopoly beyond national boundaries, prior to ti'!e
emergence of global or international oligopoly, represents the main
unifying trend in the analysis. Within the Anglo-Saxon tradition, Dunn-
ing’s “eclectic theory’ 1981) represents an attempt to combine the two
trends and impose a recognition of the specificity of the M}\IE as ﬁpposcd to
the traditional view of FDI, while seeking at the same time to bndgc the
gap between the theory of international investment and that of inter-
national location and trade.

French approaches are all different blends of what may be broadly
defined as a ‘neo-marxist’ tradition. In contrast to the Anglo-&xon
approaches, all the French approaches essentially involve an extension at
an international level of the theory of capitalist development (cf. Dobb,
1963; Sweezy, 1946), with the accumulation of capiml and th_e r_clated
processes of (industrial) concentration and (financial) centralisation of
capital as the key concepts. In all neo-marxist approac_hesl gml.rernmcn_t, e.g.
the state, is also given a prominent central role as an institution shaping all
aspects of modern capitalist society (cf. Mandel, 1975). o

The blending of the French and the Anglo-Saxon approaches consists
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basically in the recognition that while MNEs are obviously active agents in

the process of internationalisation and even architects of some aspects of
the process, and must consequently be analysed in their own right, they are,
nonetheless, responding to an overall set of factors over which they have i
fact litle or no control, and which all stem from the basic mechanismg
driving the historical process of capitalist development. One of these
mechanisms is the development (in a contradictory, antagonistic and
unequal manner) of the forces of production, among which science and
technology play an increasingly quite central role (see, infer alia, Rosen-
berg’s essay on ‘Marx as a student of technology’, 1982, and Harvey, 1982,
Chapter 4).

Once they are set against the background of the process of concentration
and centralisation of capital and a situation where forces of production
(notably those directly shaped by science and technology) have overrun
national boundaries, a number of observations and concepts derived from
the economics of technical change, the theory of the firm and the econo-
mics of industrial organisation and market structure acquire their full
intelligibility and become necessary components of a global analysis. Set
against such a background, empirical observations relating, for instance, to
the close relationships between R & D intensity, industrial concentration
and the scale of FDI in R & D- and scale-intensive industries take on a new
dimension and can be interpreted as expressing a real objective constraint
on firms in such industries to adopt the world market as the only possible
market on which they can deploy and fully reap ‘ownership advantages’.

The merging of the Anglo-Saxon approaches with the understanding
derived from the extension at the world level of the process of capitalist
development must net be interpreted, however, as implying a one-way
process. For instance, while it is hard to establish a sound foundation for
the analysis of global or international oligopoly without an understanding
of the way in which the concentration and centralisation of capital will
begin to take place at the international level with its tendency to englobe
the advanced capitalist countries as a whole, through a process of ‘mutual
raiding’ (Erdilek, 1985), international cross investment (Mucchielli and
Thuillier, 1982), acquisitions and mergers, canversely the analysis of firm
behaviour in conditions of international oligopoly (each firm backed by its
home country government in one way or another), represents the only way
of making progress towards a better undersianding of the working of
‘monopoly capital’ and ‘inter-imperialist rivalry’.

Similarly, once the concept of internalisation is set against the back-
ground of the twofold process of industrial concentration and financial
centralisation of capital (as defined and distinguished in the marxist
approach), and MNEs are defined in relation to their group structures and
their combined industrial and financial attributes, it becomes possible to
appreciate fully what Dunning has to say about the organisation of ‘market
failure’ by large firms:
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where, for example, enterprises choose to replace, or not 10 Use, the mechanism of
the market, but instead allocate resources by '?“’if own cpnt_rol procedures, not
only do they gain but, depending on the reason _Lor lmcfnah.qatum_. olrhers (nm_ably
[he:'ir customers and suppliers prior to vertical |rl1tcg_,r:m‘on. and their competmlrrs

rior to horizontal integration) may lose. ]ntcrnahs:dnun is, thus, a powcrful molnve
for takeovers or mergers, and a valuable tool in the strategy of oligopolists.
[Dunning, 1981, p. 28]

[n the same order of ideas, Dosi (1984) points out the importance of not
considering internalisation as a passive response to ‘market failure’:

It would be misleading to consider internalization simply as an cffect of and a
reaction to some kind of ‘market imperfection’, It is probably more accurate lo
consider it as one of the inner trends (and one of the ‘rules of the game') in
pligopolistic rivalry towards the transformation of the untraded I'::aluresl of
technical change into proprietor assets which, as such, also represent entry barriers
and differential advantages vis-a-vis other competitors.

The ‘distinctive nature’ of the multinational enterprise

A reference has been made to the financial dimensions of MNEs. This is a
somewhat underlooked dimension of their scope and power, which has
however been the object of a fair amount of attention and research in
France and more recently in the United Kingdom (different French
approaches include Morin, 1974, Pastré, 1980, Chesnais, 1979, and Grou,
1983: in the United Kingdom see Scott, 1979, 1986). These features are
complementary to and indeed often an outcome of conglomerate organisa-
tion and are expressed inrer alia in the ‘portofolio’ approach to assets,
including industrial assets and the scale and significance of operations
made by industrial MNEs as lenders in short-term international money
markets (eurocurrencies) (Cohen, 1980). In this approach MNE must be
viewed as a specific form of *finance capital’ (Hilferding, 1910; Lenin,
1915), e.g. a form which is predominantly engaged in industrial activity but
in ways which are increasingly shaped by purely financial strategies as
developed by financial analysts, financial market operators and bankers
(see Minsky, 1982). This characteristic will be enhanced by the transforma-
tion of parent companies into ‘holding’ corporations, but is present today
in all large multidivisional and multinational firms. Itis a central factor in
the emergence of the ‘hollow corporation’ as coined by Business Week
which is now at the centre of debate in the United States (see Cohen and
Zysman, 1987).

If due recognition is given to this dimension, and if the particular
capacity of the MNEs to use world-based information technologies and
systems to their own best advantage is also recognised (Antonelli, 1984).
then Dunning’s account of the ‘distinctive nature’ of the MNE (Dunning,
1981, p. 27) is a very acceptable one, namely that MNEs enjoy three
combined and cumulative sets of advantages:
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(i)  those which large firms may have over others ‘producing in the same
location” and which ‘stem from size, monopoly power and better
resource capability and usage’;

(i) those pertaining to the advantage a branch plant or subsidiary cap
derive from belonging to a group, thus benefiting from many of the
endowments of the parent company, *for example, access to cheaper
inputs, knowledge of markets, centralised accounting procedures,
administrative experience, R & D, etc.. at zero low marginal cost; or
the de novo form will normally have to bear the full cost. The greater
the non-production overheads of the enterprise, the more pronoup-
ced this advantage is likely to be’; and

(iii) the particular type of advantage ‘which arises specifically from the

multinationality of a company, and is an extension of the other two.

The larger the number and the greater the differences between
economic environments in which an enterprise operates, the better

placed it is to take advantage of different factor endowments and

market situations’.

If these three aspects are used in combination, the MNE will be viewed as ¥
a firm possessing a very wide range of opportunities simply not offered to

smaller domestic or regional firms, for entry into as well as exit from given

activities and markets; or again for ‘internalising externalities’, in our case,

for instance, the results of government or university-financed and executed R
& D. These firms also have special opportunities for reaping ‘appropriable
rents’ or quasi-rents (Klein ef al., 1978), and for exerting forms of monopo-
listic or monopsenistic ‘market power’ (falling short of outright
monopoly or monopsony) which can allow them to impose quasi-integra-
tion-type contractual arrangements of an essentially predarory nature on
smaller supplier firms, including specialised ‘knowledge-intensive’ small
firms.

But such firms are also oligopolists, in their home markets of course, and
also today in international markets, where oligopoly prevails in all *science-
based’ and in many ‘scale-intensive’ industries. The market power of each
firm is bounded by that of the other rivals which make up the oligopoly.
‘Mutual recognition’ and oligopolistic reaction and interaction. which are
the hallmarks of oligopoly, will take place in all spheres of activity, includ-
ing technology, and may lead to situations where in the area of R & D and
the development manufacturing and marketing of high-technology pro-
ducts a considerable amount of cooperation between oligopolists occurs.
Once international oligopoly sets in, as is the case today. the ‘endogenous
generation of market structure and technological performance’ (Nelson
and Winter, 1982) will likewise start to become an international process.
Before turning to these hypotheses in the later part of the chapter, we first
discuss other important, albeit more traditional, aspects of the relation-
ships between science and technology, FDI and MNEs.
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patterns of international investment in the 1980s

jor ¢ in the overall international pattern of foreign direct invest-
E:::r;:;;lg r:::}l occur in the earlg_.f 1970s. The fact th.at !hc}’_starredf bz
inciding with the deep changes in the world economic situation, be oli
tbcing later accelerated by the clew.t:](n::mcn'cs‘u]c I.h.t: 1980s —in part}cular the
collapse of profitable direct investment activity in most dcv‘elupmg coun{;
tries from 1981-2 onwards (the only exception bt'amg -lhe Asian N]Cs}]an
the progressive extension of the new paradigms in science ar]d techno ;)8%):
and also manufacturing processes (notably J apanese—see Sciberras, .1 i
for colour TV, and Jones, 1987, for au[n?mobllc.s)-—helps to explain the
delay there has been in recognising the nfw‘m:eman onal patterns of FDI and
in isolating them prior to adequate analysis.
m"][!';l?q]: m:l,% patle]:ns are the following: (i) a decline, later fo}]owcd b‘:.r a
severe reduction, in the flow of FDI towards ‘mark‘et economy dcv?lopmg
countries, in contrast with the People’s Republ;c of Chm_a which has
received the largest fraction of DC-orientated investment c?urlng the 1980s
(UNCTNC, 1987); and (ii) more important still, the recentring or reconcer-
tration of the flow of FDI within the OECD area, ‘along with two major
related changes, namely (a) the progressive shift in the role of the US
economy from a ‘home’ to a ‘host” country for FDEl as European and later
Japanese MNEs have developed their investment in T.hlc U‘S mal:kct, and
(b) the emergence since the late 1970s of Japan as a major ]}omc country
for MNEs and a large source of FDI directed towards the United States but
also towards Europe. "

The second, if not the first, of these two major developments was falr}y
foreseeable. It was announced in a Hymer and Rowthorn (1970) article, in
which the authors predicted the emergence of global oligopoly as a result
of the growth of European and Japanese FDI. The central ﬁ.ndmg of the
Hymer-Caves strand of analysis (see also Knickerbocker, 1973) is that once a
m.:ajt:;r firm in a concentrated industry has started to inve.ﬁ and manufacture
abroad, its oligopolistic rivals are obliged to follow suit. While this may start as a
rather unilateral process of oligopolistic rivalry between. large firms based
in the same economy (as it did in the 1950s and 1960s in the case of US-
based foreign direct investment), as soon as accumulation and the co.fu'erlt-
tration and centralisation of capital have developed (or deve!op_ed again ) in
other countries, regions or poles of the internationalised ca_lpltahst world
economy, the situation will necessarily increasingly be one of mutual cross-
investment by MNEs, into one another’s home markets and domestic
techn ases.

Thi?::;gl_j;ls process that occurred increasingly in ﬂ?c 1970s and 1980s as a
result of large-scale FDI by OECD-based MNEs into lh_e us economy.
Since the earlier 1980s. the United States has for the first time this century
become a net importer of capital again. Part of this capital has had purely
financial destinations, but a significant fraction has taken the form of
investment into US manufacturing industry either through mergers or
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‘green-field” investment. At the same time as inward foreign direct invest-
ment has grown, outward US investment has somewhat declined. Cop-
sequently, if intra-Europe FDI is deducted from the European total,
Europe and the United States now host approximately the same leve] of
foreign investment (Fouguin, 1986). As in the case of trade flows, where
Japan's imports are much lower than its exports, notably in high-techng-
logy industries, Japan's place in multipolar international investment is
significantly different from that of Europe and the United States. Com-
pared with Europe and the United States the level of foreign direct invest-
ment into Japan still remains extremely low. By contrast, Japanese
ourward foreign investment has been growing rapidly and will quite cer-
tainly be further accelerated by the changes in foreign exchange rates. Up'
to now a large part of Japanese investment in Europe and in the United
States has been through joint ventures and inter-firm cooperation agree-
ments of various sorts, one dimension of which is, as in the case of several
US-based joint ventures, technical cooperation and the joint development
of new technologies, and another the desire to overcome political and
social sensitivities towards the entry of Japanese firms within the markets
and domestic supply structures of US and European industry. When these
sensitivities disappear, however, the preference of Japanese firms for
majority-owned affiliates tends to reassert itself, as in the case of the
United Kingdom (Dunning, 1985).

Trade, foreign investment and international flows of technology: the paucity
of sound knowledge
In many instances, foreign direct investment has clearly recognisable
trade-substituting effects: delocated production within a country replaces
the exports previously made to that country from the MNE’s home base. In
other instances, foreign direct investment will create trade, along with new
forms of dependencies and interdependencies. This is the case in particular
when firms investing in a foreign economy continue to source capital goods
and intermediary products from their home economy (as is often the case
for Japanese firms at the moment) or when MNEs use affiliates to ship
products (generally intermediary goods) to the parent company or to other
affiliates.

An indication of the magnitude of the trade-substituting impacts
which a unified theory would have to give an account of is given by UK
data which show that in the casc of the fifty largest corporations in 1981-2
the relation between overseas production of sales and export both as a
percentage of sales was 3 to 1. Recent US Department of Commerce data
show likewise that in 1983 the overall ratio of sales by the foreign affiliates
of US MNE:s to exports from the United States was a little over 2 to 1. This
represents a drop in comparison to earlier periods and is due to the fall-
back in US foreign direct investment since the end of the 1970s. However,

MULTINATIONAL ENTERPRISES 503

inR& D-intensive industries where internationalisation has developed ml:
many decades through direct investment r_ather thlan lhrough_ cxp-?rts, s.;m:S
as pharmaceuticals and chemicals, the ratio remaimns much higher: nearly :
tolin pharmaceuticals and 3 to Lin chemicals. ) . .

Even if the trade-substituting effects of forc1gr?| |E||r¢c1f investment are
quite substantial in some industries, in retrospect it 1s quite clear that the
spectacular growth of exports and of mte‘ma"no_nallsanon through traldc
would never have taken place on the scale it did in th‘e absence :3[ for‘e1gn
direct investment. The trade-barrier-jumping capacaty of foreign direct
investment probably represents the strongest avl_raﬂ.at_:le d?tenent to trade
barriers, both tariff and non-tariff barriers. Forclgr! direct Imvestmenl when
coupled with trade also has a capacity to ]ower lndustr}al entry blamcrs
which trade alone does not possess. In the transitory period prcc_edmg the
emergence of situations of world or international Iohgop-:}ly in ‘glob?.l
market’ industries and sectors, FDI in combination with rrgde succeeded in
lowering entry barriers, reducing domestic concentration levels and
weakening positions of domestic or regional oligopoly. In Europe nute%b_ly,
FDI increased United States competition significantly and had a positive
effect on the competitiveness of European firms (Dunning, 1982). The
need to combine the discipline stemming from low trade barriers with that
resulting from foreign direct investment must be stressed. When foreign
direct investment takes place behind high trade barriers, foreign afﬁhate‘s,
as shown by many industrial and country case studies and t!ighlighted in
Unger's chapter, tend to adapt themselves to reigning conditions of pro-
duction and competitiveness and become a part of domestic oligopolistic
supply structures. This, for instance, occurred in Spain in the 196(!5 and
1970s and of course in large Latin American countries like Brazil and
Mexico (Connor, 1977, and Unger’s chapter). : .

Another important theoretical issue in this area is the relationship
between intra-industry investment and intra-industry trade. Discussing the
case of industries in which ‘there are a number of countries each home to a
group of highly innovative firms’ (e.g. in our terminology industries of the R
& D-intensive. international oligopoly category), Dunning and Cantwell
observe that:

Over the last 25 years, this is the kind of industry that has been characlctiscd. by the
rise of the cross-hauling of investments between those countries halrbounng the
strongest firms, Such countries become hosts to the greatest levels of unematmm_al
production as well as being homes o MNEs of their own. This phenonis:nun is
known as intra-industry trade and production; and, we might add, intra-industry
technology trade and diffusion as well. [Dunning and Cantwell., 1986]

This. of course. remains an extremely general statement and amounts 1o a
plea for research into those now extremely frequent situations where ;'nn_va-
industry trade and intra-industry FDI occur simultaneously, along with
related two-way international flows of technology. In 1978, Dunning had
already indicated that ‘any theory of intra-industry trade must now take




- FRANCOIS CHESNAIS

account of intra-industry investment, We are only at the borders of research
in this area’ (Dunning, in Giersch, 1979, p. 70, author’s emphasis). Nearly
ten years later we are still about at the same point: trade analysis continues

to be carried out separartely from that of investment. This was again the

case for recent research at OECD during the structural adjustment stug
(OECD, 1987b), with resulting limitations on the usefulness of the
findings. The latter confirm the continuation and strengthening of trends
noted in earlier studies, but they would require an integration of the.
international investment variable to become really meaningfid. The find.
ings are the following (QECD, 1987h)

(i) *OECD trade had increasingly involved products characterised by
significant economies of scale in production, extensive product
differentiation or close links to the science-base. Thus, from 1962 to
1985, the share of scale or production-intensive and science-based
goods in total OECD manufacturing trade (exports plus imports).
increased from 53 to 65 per cent, with growth rates of the latter
category being particularly high in the most recent period.’

(ii) The growth of trade has mainly entailed specialisation within indus-
tries. Using an index of intra-industry trade, based on the ratio of
gross trade to net trade, the study finds that ‘with the important
exception of Japan, this index increased significantly for all the coun-

tries listed, the average for the group as a whole rising by more than
two-thirds over the period 1959-1985".

(iii) This pattern of specialisation was accompanied by major shifts in the

geographical structure of trade. “Thus, throughout the 1950s and
1960s, trade occurred primarily between industrialised countries,

sharing broadly similar factor endowments and patterns of demand.

Trade grew particularly rapidly between closely located countries,

mainly the United States and Canada on the one hand and the ]

European OECD countries on the other’.

(iv) Perhaps the most interesting finding, however, is the one concerning
recent trends in the NICs which by 1985 accounted for fully 8 per cent

of OECD manufactured imports. Regarding these countries, the
study finds that ‘the extension of interdependence to new trading
partners did not weaken the major tendencies affecting the structure
of manufactured trade. Thus, by the end of the period, nearly 40 per
cent of OECD imports from the NICs were not in labour or resource
intensive products, but in products characterised by significant scale
ceonomies or extensive product differentiation. And intra-industry
trade —which had been a marginal factor in OECD trade with develo-
ping countries in the late 1960s — accounted for fully 31 per cent of the
NIC’s manufacturing trade with the OECD area in 1985: confirming

that they too were increasingly drawn into the dynamic functions of
trade’.

Such situations simply cannor be explained independently of FDI and
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{he effects it has on the structure of trade. These effects are not h:mted éﬁ
trade substitution (inter alia Vernon, 1979), but extend to other less w
recognised phenomena, in particular:

o the role FDI plays in gradually homogenising the urg,ar-lsa-.tlron gf

W production (pattern of industrial output and Ieve!& of productivity) in
those countries in which the overall effect o_f such investment, through
the combined influence of MNE strategies and 'host government
policy, is (as in the Asian NICs) to integrate previous DCs into the
‘North’; o

(ii) tl’:e role of international sub-contracting (‘Germdls, 1981}Ianrd ojther
long-term commercial arrangements bearing on the supply of manu-
factured inputs to industrial production; and_. of course, . .

(iii) sintra-firm’ trade, e.g. trade between afﬁha]:ed firms within multi-
national corporate structures (Helleiner, in Giersch, 1979).

It is this type of structural impact, along the partic_ular f-:?rms al; 1nt¢gra-
tion of domestic economies into the world market it eqlaﬂ.s. which some
authors have viewed as leading potentially to what Michalet ‘(191'6] _has
called ‘le capitalisme mondial’, i.e. a wolrld wide set of economic IE[HIIOI‘I;
ships possessing systemic features, which .mlghi supersede ,‘he Presc;l
pattern of national economies and international market relationships. In
other recent work (Chesnais, 1988), we have argued that the end of
Bretton Woods and the subsequent international mcnetary_ system, the
onset of deep economic and trade instability {whether one_demdcs or not to
use the term economic crisis), along with the full restoration of the ‘cumu-
lative oppressive power’ of rentier money capital (Keynes, 1936, pp.
375-76), have offset the emergence of any such system. Very strong
liquidity preferences by money capital have been accompanied by mcrc;as—
ingly ‘footloose’ strategies by MNEs and a premium on the part of FDI to
iﬂdl;slries and countries where exit barriers (Porter, 1985) are low. Con-
temporary microelectronics technology has giw":n addi‘tic‘mal_scope l'lo1l' Sl.ltfh
strategies by MNEs and wrecked prcviouslmdustrl_ahsalmn policies 1n
almost all developing countries and most Latin American NICs (see Kap-
linsky, 1987 for automobiles; Mytelka, 1988 for garments, as _wcll as the
Chap-ter below by Unger). But this does not modify the c?senual fact that-
the structure of international trade cannot be analysed independently of
FDI and the worldwide strategies of MNEs.

The internationalised sourcing of technology: an under-researched
dimension of MNE operations

The organisation by MNEs of the crearirm_andh:-r the acqui&‘fffc.'n'an't{
appropriation of technology on an international level, across ndllo_ndd
boundaries, is by no means a new phenomenom. It dates back to the perio

when attention was almost exclusively concentrated on the international
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transfer (i.e. dissemination) of technology by and in particular within
the MNE. If little is known about world-wide sourcing operations b
MNEs for technology, this is mainly because it has been the object of little
research (see also Bertin, 1986): MNEs were thought of as simply (or
mainly) transferring technology owrwards and not also transferring i
inwards. Discussing overseas R & D spending by MNEs, Caves (1982), for
instance, simply mentions in passing that the ‘basic research of MNEs5 is
much more footloose than is applied research, and that some of it goes
abroad to seek out particular scientific specialists’.

In a number of industries (cf. the studies produced at OECD in the
late 1970s, Michalet and Delapierre, 1978; Chesnais, in OECD, 1979,

Burstall, Dunning and Lake, 1981) there is evidence that MNEs, for

instance, the European MNEs in pharmaceuticals and food processing and
the US MNEs in the electrical, electronics and computer industries, were

early to understand that foreign direct investment and internationalised
group structures could form the basis not only for internalised transfer of

technology conducive to the most advantageous exploitation of ‘firm-
specific advantages’ across national frontiers, but also for the sourcing and
ceniralisation of scientific and technical knowledge and resources on an
international scale. The findings of a recent US survey (Fusfeld, 1986, pp.
132-3) regarding the motivations of US MNEs for setting up foreign
laboratories have provided further information regarding the strategies of
MNEs in this area. The most frequently quoted objective has been the
desire to *have a window on foreign science’, first and foremost in Europe.
Other objectives include access to special skills not easily available in the
home country, developing new sources of technical concepts or simply
establishing on an international stage of operations of corporations con-
cerned with science and technology.

The telecommunications and computer and data processing industries
have probably been those where the world-wide organisation of corporate
R & D and sourcing of scientific and technical resources has experienced
the greatest development. As carly as the mid-1970s several large firms had
a kind of international technical system with a foot in several national
systems, but with identifiable autonomous features of their own, ensuring
the international flow of technology within international group structures.
IBM has, of course, often been studied in this respect (see Michalet and
Delapierre, 1978). By the mid-1970s IBM had set up a world-based set of R
& D activities organised independently of its manufacturing and marketing
affiliates, in which the tasks assigned to laboratories did not necessarily
match those of the subsidiary’s production units to which given labora-
tories belonged formally. Few laboratories within the IBM group were
engaged competitively or simultancously in research, and then only in the
exploratory stage before any heavy development expenses were involved.
Their work was organised so as to maximise complementarities. At the end
of the 1970s, IBM had three laboratories performing fundamental re-
search, two in the United States and one in Switzerland. Development
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tasks were distributed on a world basis among all the other lap{)ral;ar;u:‘,l :JZ_
fourteen major laboratories in the United States and eight in ot cUnned
ies: by order of establishment, The Netherlands, Germany.
;:nﬂdom Japan, Sweden, Austria, Canada anr_j France. ) .
To ensure that the R & D undertaken in af_ﬁllale laboratories gcograpa;
cally far removed from each other was consistent, IBM had setﬁu]: a twl.rm_
relecommunications network for regularly pooling all_the group s‘L 3:: o
Jogical resources, where laboratory computers were interconnec eR ; A
world-wide basis and a single data bank set up at the coano]rate -
headquarters. In this respect again ].BM has been exv&lzmplar)-. n parkxs -
since the emergence of world-wide tglecummumcanon networks,
experience has been studied and partially followed b.y an ever more
important number of firms. This is con_ﬁrmcd by the findings nf‘the ;u[:—vé:y
undertaken by Antonelli (1984) covering fc-rl-y US and E_umpnanﬁ : f;.;
where replies show that among the seven main reasons given by firms 5
adopting the new international telecommunication equlpm-;-:ntdlr} il zr‘
operations and undertaking the orgar}gae!nonal changes req‘_qlre fn_c :
porate structures were the new possibilities offered For the “internationa
implementation of R & D capacities generate_cl-b_y increased mterac{til‘on
among affiliates and headquarters and greater division of labour, accor nlf1
to the technical requirements and scientific endowments of countries an
arﬁrlfe:c:entralisation of external scientific and tcchnologilcal knowledge is
not limited to ‘science-based’ or R & D-intensive mfluﬂncs, bu_t has I:-e:en
equally important in industries such as food processing, where.mnovafli?ln
relies heavily on inter-industry transfers of tcchnoiog}'. In our study of the
technological activity of MNEs in this industry, we iau'l partlclular stress -:ml
the horizontal coordination and management of mter-mdusfn:m‘ rechrm!oﬁ)
transfers by firms such as Unilever, Nestllé'or CPC Intemanor}al an}d{ [t €
role of engineering departments (Chesnais in OECD.( 1979, F:hdplEr ).
The need to organise the sourcing of technoluggcal resources on an
international basis and, in particular, to establish ‘a ‘wmdow on the v{-::rld 5
most advanced science base, namely that of the United States, explains, of
course, why large European firms, rapidly fol]u\frcd later by J apanese ones,
have followed the road taken by the US MNEs in the preceding period. In
the 1970s and 1980s non-US MNEs have increasingly sought to create
laboratories in the United States as part of their investment in the US
economy, in some instances as an important, _if not a major componjanl ];:—f
the overall objective of this investment. This is paruf:ularly true 1nl_tfe
chemical and chemicals-related industries, in particular in pharmaceuticals,
where the need to gain direct access to the US sci_ence and technology base
in the field of biotechnology has been a motive for much of the US
investment made by non-US MNEs, which has gcnn_:r‘allly taken [[:u: form of
take-overs of existing firms, along with the acquisition of their R & D
facilities which the new parent firms have often c:lcpanded‘ The process of
‘international cross-investment in R&D’, in the form of laboratories and
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I{Jll"lf:r f91_1ns of scientific investments, including research contracts wij

universities, has been documented up to 1982 by Burstall in the casias :V!lh
pharmaceutical industry (Burstall and Dunning. 1985). Since 1982 fo Y
European and Japanese investment has occurred in the Sl
ljapancse investment has grown in Europe, as has US

investment in R & D facilities in Japan. Most firms still no
the most sensitive and demanding types of work in centres

and Europeap
rmally conduct
located in thejr

country of origin. Only still relatively few of the world’s top thirty phar-
maceutical MNEs have laboratories of the highest capacity sitfated.'
elsewhere, but almost all now have some kind of ‘window’ open on the

scientific capacity in their main competitors’ home economies. This is all

the more true since the emergence of biotechnology in the United States at

the cnld of the 1970s E.md the expansion of inter-firm technological co-
operation agrcen:u:nts, inter alia with the small genetic engineering firms,
as a new mechanism for the acquisition of technology external to the Iargé

established MNEs (Chesnais, 1986; US Congress Offi i
Assessment, 1984), s e

Increased pressures for an external technology sourcing by firms and the
growth of inter-firm technical cooperation 3

Discussing the international flow of technology and technological balances

of payments, the authors of the OECD Science and i
s and Technology Indicators

problems of interpretation are raised not only by the mixed contents of the TBPs
but also by the elusive character of certain international flows of technola icai
knnw]al:dgc._j.c. those for which there is no visible form of payment (among otr%cm‘
cross-licensing, transfer of knowledge to a subsidiary, international co-operation o%
a non-commercial type). [OECD, 1986a, p. 54]

Today, on account of the rapid growth of inter-firm agreements, probably
a very large part of outwards and inwards transfers of technology by firms
now take this non-visible form. j
: In discussing the contemporary growth of inter-firm agreements it is
important, EJf course, to keep a sense of historical perspective. International
cross-_hccnsmg between large firms, which remains a fairly basic form of
tCF‘hnICﬂl cooperation agreement in concentrated R & D intensive indus-
tries, was already a significant feature of the chemical and heavy electrical
¢quipment industries in the 1930s (Newfarmer, 1978 IQBJ:?) Little-
pubhlﬂsr;‘d technical cooperation has been a 10ng-st:mdin;g fcatur.e of the
relationships between firms like Siemens and Philips. ICI and DuPont, or
Lh_e three Swiss pharmaceutical majors in Basle. :
Today, in addition to the deeply troubled world economic situation.
'Irhere appears nonetheless to be mwo series of major driving forces explain;
ing why present trends probably represent a qualitative development which

United States,
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will not be easily reversed. The first series of factors relate to the point
reached in the overall process of internationalisation, along with the impli-
cations this has for firms, in the form of a continually growing requirement
1o wage what the business management literature calls ‘global competi-
tion”. In all R & D-intensive industries, as well as in industries where scale
economies are decisive, competition (e.g. oligopolistic rivalry) now takes
place: (i) between a relatively small number of large firms (ranging from
{hree in large commercial aircraft, and two or at best three in large civil
aircraft engines, to ten or so in automobiles or in the main segments of the
electronics sector); (i) in a world arena which includes the respective home
and host markets of rival MNEs as well as third markets, within and
outside OECD: and (iii) through a wide array of means by which firms can
gain access to technology and markets (notably ‘reserved’ government
procurement markets). Such rivalry implies ‘mutual recognition’ and a
variety of combinations between competition and cooperation.

The second set of factors concern contemporary developments in science
and technology which help to explain why the access to a wide science and
technology base that was an advantage in earlier phases is now a necessity.
The overall trend is one where: (i) basic scientific knowledge is playing an
increasingly crucial role in opening up new possibilities of major techno-
logical advance, or, to put it in another way, where the knowledge base of
technology of firms is increasingly founded in basic science; (ii) many
recent breakthroughs have occurred as a result of cross-fertilisation
between scientific disciplines; (iii) technology has acquired stronger
systemic features. These features are the hallmark not only of spectacular
developments in space technology, telecommunications or military sys-
tems, but also of more mundane, albeit revolutionary, technologies in
CAD/CAM, new materials, etc.

Ongoing paradigmatic changes in science and technology are accen-
tuating all three aspects. Major innovations are based even more strongly
on scientific knowledge: synergies and cross-fertilisation, both between
scientific disciplines and between scientific and technological advances,
play an ever more important role, notably through the advances continu-
ally occurring in computing technologies. The massive entry of computing
into instrumentation has further strengthened the role played by the latter.
The extension of the systemic features of technologies to a larger number
of areas is a necessary and inevitable outcome and expression of these
developments. Alongside these processes and as an expression of their
pressure on firms, there has been a general tendency towards increases in
R & D costs and outlays. This has been particularly noticeable in com-
puters, electronics and components and pharmaceuticals, but would also
be identifiable in areas such as new materials if detailed company data on
costs were available.

In combination these developments in science and technology have
created what Fusfeld (1986, p. 143) calls a ‘capability squeeze’ on firms,
marked by: ‘the increase in the number of technical fields relevant to
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corporate growth’ and “totally new requirements for significant technical
advances’. These pressures can be met parly by increasing in-house R & D
within corporate structures, both nationally and internationally, or by the
establishment in cooperation with other firms of joint-venture corporations
solely dedicated to R & D. In other cases, they will require the external
acquisition of knowledge, know-how and skills located in orher organisa-
tions, whether universities (when the knowledge is still close to basic

rescarch) or firms. These are the processes lying behind the observations
made by Dunning and Cantwell (1986) that:

‘there has been a historical shift away from technology being viewed by the firmas a
specific and single purpose input towards the development of integrated techno-
logical systems which require coordinated governance for their economic deploy-
ment, The rise of such technological interdependence means that it is no longer
appropriate to think simply in terms of a sequence which runs from technology
creation to transfer and diffusion. The successful ereation and application of new
technology has become much more dependent upon the carlier dissemination of

related technologies within the firm, and of the parallel technologies developed
elsewhere by other firms.’

A wide range of interfirm agreements

The external acquisition of technology can be organised either through
‘arm’s-length’ operations, notably straightforward licence agreements, through
mergers and hierarchies (Williamson, 1975) (e.g. the outright acquisition of
the firms possessing the desired technology or accumulated scientific and
technical knowledge), or on the basis of a wide range of inter-firm agree-
ments falling “between markets and hierarchies’, (Mariti and Smiley, 1983).
The range of the main types of agreements established by firms with a view to

producing, acquiring and/or commercially exploiting technology in
common are set out in Table 23.1.

A. University-based cooperative research projects are collective R & D
undertakings established and financed by firms in universities with or
without public support. The distinetive characteristics of this type of
agreement are location of the R & D in academic structures and
extensive support and direction by firms (as opposed to governments)
even if some public support is offered.
Government-industry cooperative national or international research
projects are collective R & D undertakings with strong government
backing, located in firms but also in universities and public research
institutes. Here government initiative and financial support (national
as in the case of Alvey or by the EC as in that of Esprit), and a much
greater variety in the location and execution of R & D, are distinctive
features. :

C. Research corporations are private joint-venture companies financed on

Figure 23.1 Inter-firm R & D, technology and manufacturing, co-operation agreements and the R & D, 10 marketing spectrum
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a shareholder basis by a number of firms, generally MNEs, Program-
mes focus on generic technology relating directly to the competitive
interests of the joint-venture partners. The research results are pro-
prietary and form a kind of pool of patents and know-how for partners,
D. Agreements involving the use of corporate venture capital (CVC) are
used by large corporations, notably MNEs, to make small but
investments in new innovative processes, still belonging to sm
Used in combination with R & D contracts, such investments

management decisions (Ricotta and Mariotti, 1986).
E. Non-equity cooperative research agreements are flexible forms of
cooperation of limited duration, without shareholder participation,
established between a very small number of firms (usually only tw

0) to
deal with specific technical problems. If the R & D is successful i

t can

either be exploited commercially by the participating firms each in

their own business, or lead to the establishment of

a separate joint
venture.

F. Technological agreements bearing on existing ‘proven technologies’
can take a variety of forms, depending on the specific characteristics of
industries and technologies. They include: (i) technology-sharing
agreements bearing on complementarity technologies; (ii) second-
sourcing agreements between large MNE producers, otherwise com-
petitors (as in semiconductors), involving access to proprietary
technology; (iii) two-way exchanges of licences in directly comple-
mentary areas with clauses providing for the continuous exchange
of improvements and developments; and (iv) two-way exchanges of
licences or of scientific and technical knowledge produced by firms as a
‘by-product’ of their main lines of scientific and commercial specialisa-
tion.

G. Comprehensive R & D, manufacturing and marketing consortia are
joint ventures with a number of partners, formed with the aim of
creating, testing, producing and commercialising a product all the way
from the R & D to the final market.

H. Customer-supplier partnerships, notably between MNEs. which

represent ‘the formalisation of a link that reflects a significant reliance

of the partners on one another, It may or may not involve an equity
interest or an exclusive relationship . . . It responds to the intensifying
systemic dimension of components and provides a mechanism for
leveraging critical technical and financial resources for the partners

(Hacklisch, 1986).

Licence agreements and technology transfers forming part of a long

term relationship between two firms, as in OEM agreements,

L.

strategic
all firms,

prepared
acquisition without interfering immediately with the activities of the ]

small, innovative firms; these remain autonomous in their R & D and
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technological constraints and opportunities pressing to;vards:t:ilﬁ F?:jn e

] 986) offers one example wri thy

ment of agreements. Teece (1 ple A
standpoint of the theory of corporate strategy. Teece’s central hypot
that: ,

ialisati i i that

in almost all cases, the successful commercialisation of an mncvahonlreqmrfei e

IT’le llvznolw-how in question be utilised in conjunction with l}?e scm::]es; E?er.qalcs

assets. Services such as marketing, competitive manufacturing. an §
support are almost always needed.
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In some cases, firms (notably MNESs) will have internalised the special.
ised complementary assets through previous investments and mergers. [p
others, firms (notably small and medium enterprises or purely domestic gp
regional firms) will lack one or several of the necessary complementary
assets and will be forced to find adequate partnerships and/or establish
cooperation agreements. Other factors shaping corporate strategy are
technological and rest on contemporary innovation theory as developed
inter alia by Abernathy and Utterback (1978), Nelson and Winter (1982)
and Dosi (1986). They concern in particular: (i) the appropriability regime,
e.g. the degree to which an innovation can be protected (ranging from
‘tight’ regimes where technology is extremely difficult to imitate, to very
‘weak’ regimes where it is almost impossible to protect); and (ii) the degree
to which a dominant design has been developed and imposed by one or
several firms in an industry or, on the contrary, where there is a state of
technological flux (a pre-paradigmatic stage with respect to dominant
design).

In the Teece approach, as in all similar approaches influenced by the
work of Porter (1984), the key strategic issue is the struggle ‘to avoid
handing over the lion’s share of the profits from its innovation to imitators
and/or owners of specialised and co-specialised complementary assets’.
Which are the precise key assets required will obviously vary from industry
to industry or even from product to product, while the degree of external
dependence of firms and the risk that they fare badly in the distribution of
value added and the flow of rent from innovation will obviously depend on
their size, diversification and degree of multinational expansion.

Another analytical framework is the one developed by Bertin (1986) for
the interpretation of data from the AREPTIT-SPRU questionnaire to
MNESs concerning the inward as well as the outward transfer of technology
through agreements involving patents (see Bertin and Wyatt, 1986, for a
full account of this study). According to Bertin, MNEs must attempt to
avoid two pitfalls: ‘one is the transfer of advanced or sensitive technology
to partners who might turn into dangerous competitors in the future; the
second is the acquisition of such technology from a partner who may gain
some type of control of a significant share of the firm's activity through its
use’. In the face of rising R & D costs and the need to acquire technologies
outside the firm, MNEs may be expected to develop strategies along two
contrasting models:

In the first model, the firm holds a competitive position which is strongly centered in
a main field of activity. It allocates the major share of its R & D expenses to this
main field. It restricts itself to few transfers of technique, mostly with internal
partners—subsidiaries or associates, whether foreign or domestic.

In the second type, closer to what we know as the industrial conglomerate model,
the firm holds no such definite and strong competitive position or it has several
distinct ones. Accordingly its R & D is not as specialised and it turns to external as
well as internal partners for frequent technical transfers to complement its own
research activity or to valorise its own technical output,
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MNE strategies will also be shaped by cer_lain features of tlhe 1ecl'.|r11c]>lm_z)).
concerned, its availability (along with possible th'llt"fltl()l'l‘s set _b)r x;' Iersd
the cost of acquisition and the expected returns. Berlu? tests h.“’.mo- e }n;
comes up with results which 5_.h_0w ex!remel’!y strong industry-specific fe
fures, partially outriding the initial assumptions:

(i) External transfer partners play a significant role in indu?trleiym"th_c
world-oligopoly type, such as aummobllcs_an_d cl.cct_romcs. hd.t_lls
rather new is that such partners are also significant in ‘%he chclmlml
industry. The increasing cost of research may exercise a strong
influence on the firm’s strategy, as suggested in various interviews,
compelling the firm to increase technology exchange with competi-
1ors. : ) "

(i) This is especially true of the electronics industry whgre more l_an
two-thirds of firms have the same partners on sales and _purchases of
technology; the importance of cross-licensing is one possnl:_ﬂe explana-
tion for this result, assuming a small number of suppliers of new
technology. : : '

(iii) Except for world oligopoly sectors, internal partners are given a
strong preference in what could be called :ch_c_core activities of MNEs
.. . External partners are preferred in activities where they Offell‘ new
potentialities for growth in the near future (markets) or in the distant
one (new research fields). Uncertainty a}nd heavy costs of entry are
grave concerns in new fields of activity such as new mal_enais,
communications and advanced computing. These concerns mdgcc
firms, even the largest ones, to look for extensive external technical
contacts and joint-ventures in research.

A taxonomy with the role of government, supply structures and key features
of technology as parameters

As can be anticipated from the earlier sections of this chapter, our own
attempt at establishing an interpretative analytlcz?l fram-:ework of taxonomy
does not take the individual firm at its starting point _nf a lheorylof
corporate strategy, but seeks to interpret inter-firm t‘echmcal coop!:ram;rz
agreements in the context of the main ‘exogenous fac!.{)rs %shapmg the
individual firm's environment: the progress of 1memaunnahsat1or}, the
tendency towards concentration and centralisation, the overall fall in thef
rate of return to capital (OECD, Economic Outlook, 1986c), thle role 0
government, and the pace and direction of tcchnolqgma] change.

Ever since beginning to work on inter-firm technical cooperation agree-
ments, we have been struck by the exrremely strong industry and/or
technology-specific differences in the type z_md range of a_grccmcmﬁ_ met
within different industrial sectors {(see OECD, 1986b). I‘hgsc must be
related, of course, to the particular features of technology in different



rent categories of industry

Table 23.2  Main parameters shaping the types of agreements most frequently used by firms in diffe
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Using the taxonomy: two examples

frrdu._';.:riai consortia and international joint ventures aimed at world

(for instance, the General-Electric-SNECMA (France) joint vZntmarkm
Fhe development production of the CFM 356 jet engine, see Bal:'l-cs o
19?6. an!:l Mowery, 1986) are the form in which intcr-F:rm o0 ::::9“’
'(wnhlwhlch governments are also generally involved directly or ingir 1]011
mvar!ably takes place in industries such as space products (launche e
sate]l:tcs]. cornmen:ial aircraft of the large inter-continental cate m_;': arl:d
;ngmes‘, and increasingly the defence industries, where intematiolial izii:f
; ;r; :ﬁi?;niz nt;.'.acked or initiated by governments have become more
_ This _form of cooperation involves a carefully negotiated division of
industrial responsibilities and workloads, financial risk, assets and roﬁtz
Agreements are almost invariably publicised in detail since thepof!e.
involve the use of public funds. Membership is defined in terms ofyerc :
tages of assets and liabilities and a precise definition of industriéll roII’cs i

The use of industrial cooperation as the preferred, if not exclu.s'

form of cooperation can be directly related to ’ i

{?.} the *strategic’ and ‘political’ character of the industries concerned;
(i) tl"n: way in which the pace and nature of world dEmam;l (includin, ‘the
size of the market and the particularities of market access) cuug led
with thc_cxtremely high costs and complexity of scientific ar;d tecl;mi-
cal requirements for production, have created a situation where onl
a very I!rniled number of producers are active, and where the thrca}é
cfloumgkf or near-monopoly situations is a real one and where
alliance is the only choice open to almost all countries and to practi
) cally all firms; but also . -
(iii) where the strong systemic. but at the same time high-technolo
features of the end product allow a division of tasks, either amog
cquals or near-equals (as in the case of the main participants in
Airbus industries or Ariane), with all the complex problems of rivalr
a_ncl opordir:-ation which this raises, or between firms in an unequa%
situation with one firm acting as prime contractor with sole final

responsibility (as in the Boeing, TWR or H s Ad
consortia). & ughes Aircraft-led US

The_semwonduclor industry is one of those where the greatest number
a_nd uludest range of forms of agreements are used by the large firms. The
situation reflects, in part, the pace of technological progress in the ir';(iw‘itr}'
(cf. Dosi, 1984, for a complete interpretation of the early 1980s). The close
network of agreements which the major firms have established amon
t_hemselvcs must. however, be related to the specific supply struciure of rh%
industry, The internationalisation and diversification strategies folloﬁed b :
al! large electronics firms now place major manufacturers in a situation 0};
oligopolistic rivalry generally involving competition on a combinz‘uicm of
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identical and/or complementary product markets. Electronics and in parti-
cular semiconductors are industries par excellence ‘characterised by strong
oligopoiistic and technological competition” where ‘MNEs ... need a
direct presence in all those countries which hold leading positions in the
development of the industry and of associated technology’ (Dunning and
Cantley, 1986). As a result one finds:

_ at the stage of precompetitive R & I a number of narional alliances
between oligopolists belonging to the same country: ¢.g. the Japanese
example of the large industry—MITI projects, e.g. VLSI, the ‘5th
generation computer project’ (Sigurdson, 1986) which the United
States and Europe have recently tried to imitate (e.g. the three US
cooperative arrangements in microelectronics, the Semiconductor
Research Corporation (SRC), the Microelectronics Center of North
Carolina (MCNC), and the Stanford University Center for Integrated
Systems (CIS), which belong to category A of Table 23.1; the UK
Alvey, the Esprit project (examples of category B). or again the new
private R & D joint-venture corporations (type C), such as the Euro-
pean Computer Research Center (ICL, Bull and Siemens) and, of
course, the US Microelectronics and Computer Technology Corpora-
tion (MCC);

_ at the competitive stage a considerable focus on F-type agreements,
between oligopolists of different nationality bearing on already deve-
loped technologies. In semiconductors alliances very rarely take the
form of consortia of joint ventures, but rather of bilateral agreements
between oligopolistic rivals. Faced with continually increasing R & D
costs, MNEs see at present considerable advantages in sealing mutual
recognition through agreements involving a two-way exchange of
technology, thus reducing some R & D outlays and at the same time
raising the stakes for non-participants in the agreements. In combina-
tion and on account of their number, their bilateral agreements create
2 web-like network of agreements, at various points of which one finds

(in a sort of nodal position) the firms which have established the largest
number of linkages.

The most carefully documented research on this industry (Hacklisch,
1986) shows that technology-sharing agreements, second-sourcing with
technological exchange and joint and/or complementary development
accords are the forms of agreement most frequently encountered in semi-
conductors. Technology-sharing agreements generally involve a two-way
exchange of comparable, but complementary technical expertise. Major
examples are the US-Japan agreements in which US design capabilities
have been shared in exchange for Japanese competence in CMOS fabrica-
tion technology. A major finding by Hacklisch is that ‘The respective
strengths of US companies in design and software microprocessor techno-
logy and of Japanese firms in CMOS are a prime characteristic in a number
of US-Japan agrecments in the area of MUCs/MPUs'. Examples given
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include the Intel-Oki, Intel-Fujitsu, Motorola—Hitachi, Zilog-NEC
and Zilog-Toshiba agreements,

The pooling of patents (which will occur if corporations like MCC are
successful) and reciprocal licensing confront potential competitors, notably
smaller firms or firms contemplating entry into the industry, with formid-
able competitive stakes and entry barriers. The situation in semiconductors
today presents both similarities and important differences with earlier
examples of the 1930s (in heavy electrical equipment and chemicals),
Technology-sharing and exchange between the largest firms in the industry
are quite certainly increasing the advance of these firms over those which
cannot hope to be parties to the most important types of partnerships,
They represent one of the factors lying behind the continual increase in
concentration at world level. At the same time, however. and this, of
course, is the novel aspect, rivalry continues to be extremely acute within
the small group of leading world firms, notably between the main US and
Japanese manufacturers. This particular combination of cooperation and
competition is one of the foundations for the fear sometimes expressed by
some observers in the United States (cf. Reich and Mankin, 1986) that the
technology agreements set up with US firms are, in fact, providing Japan-

ese firms with an accelerated access to the technology of their US com-
petitors.

Concluding remarks

These must necessarily be extremely brief. The first concerns our belief
that there is need for a multi-form theoretical and analytical atiack in all
the areas discussed from the third section onwards, where important
lacunae in our knowledge, due to gaps in theory which urgently require
bridging, have been identified.

The second observation concerns the overall message stemming from
our analysis, which is not extremely optimistic for developing countries
(see also the chapter by Unger), nor indeed for the smaller or less deve-
loped OECD countries (Walsh, 1987). Much more research would be
required to understand the medium and long-term effects of a situation
where the largest and most advanced firms, technologically speaking, are
exchanging between themselves, vital, complementary technologies. On the
basis, however, of available data in the light of the understanding built up
by earlier work on barriers to entry (Bain, 1956) and technology gaps
(OECD, 1970), it can safely be stated that such cooperation creates
formidable new entry barriers at the heart of the industry and with respect
to its ‘core technology’ base (US National Research Council, 1983); thus
creating new conditions of interfirm and intercountry dependencies, in the
form of a whole new web of dependent technological links vis-a-vis the
industry leaders. This is felt even by advanced small and medium-size
OECD countries. It is certain to affect developing countries very strongly
in the future. As Dunning and Cantwell (1986) have put it:
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environment has further compelled a move tnm-grd;
vantages which stem from such .c‘cprrfu'asc

the position of many MNEs vis-d-vis un-
llow seriously only those activities in
or potential locational advantage.

The change in the international
integrated technological systems. The ad
co-ordination has helped to strengthen
inational firms, who are constrained to _fq
which their own countries have an existing
D e he development of appropriate
identification of such systems and the developm : ;
mTrphcfr:;'it’;trl:tcgies, (see the work of LAREA, (iE.ST (1985) on T}m:l_l{r:au]1:33|
cluster Strategies’) has already begun to create yawning new techno og(; e
industrial gaps between firms and countries, even within t%le :rmrs; ;) vz:ae .
OECD countries. The capacity on part of firms and countries :a (%inGme
that core technologies may lie at the heart of le_chnglcgy sy?‘f,{gs&l :. i thai
1978 and also with application to the rJ apanese Sl;uda[::[r:i [ﬁ[-fxr?]ll, domi;;ati(m -
ised coordination must start from a sound
f:;::::{:acgical advance in these core core _technulogles; and {ml) ?s;tlil};cesz?;
competition requires appropriate dn_aers1ﬁ‘ed large mmpa{ny ;:1 rlrl1 i Su%rc i
structure, (of which the Japanese ‘keiretsu’ represents toc!dyl & 1Y gz
i‘ul example, see Freeman, 1987), may represent In COMING y:a_rs R
most powerful instruments of inequal development at work mn

economy.

Note

|. Al these factors of course are endogenous 10 thedovlem]ll n:;vg:;;:;r:a::: :]l:g
. itali / i us’ is used simply
capitalist economy. The term ‘exogend : :
insapacity of any given firm, however large it may be and ho'wcvf-n;t?:alltl
contributes to their acceleration, to control the _f?ctors shapmg t :.,r i
international economic, technological :md' political context in s
operates, The environment becomes inereasingly 'cxogeno:s;N(E.g. cons .
h n neve
i si maller, but even the largest ca
ing) as the size of firms become & :
mf:rc than adapt, with major advantages over small firms, to the changes and

challenges of the environment.
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