TECHNICAL CHANGE AND INDUSTRIAL
TRANSFORMATION

" Thée book can be read in. two ways, either as a theoretical analysis of the
patterns of technical change in modern economies with an illustrative
case study on the semiconducior industry, or, conversely, as. a re-
‘constriaction of the history of that industry, which is at the core of the
microelectronics revolution, backed by detailed and unorthodox
theoretical premises.

A general theoretical task is the explanation of the de:ermmants
procedures and directions of technical change, and its. effects:on
industrial performance, structural change and international ‘trade.
Despite powerful economic inducements, technology maintains rules
and a momentum of its own which binds the direction of technological
developments.

"There are, it is suggested, rechnological paradigms which define clusters
of technological trajectories of progress. Scientific advances together
with various institutional factors contribute to determine the timing and
the nature of new paradigms, while markets perform as unportant
selection environments.

Innovative activities show varying degrees of private appropriability
and determine the pattern of lags and leads between firms.
Technological asymmetries between firms play a paramount role in
explaining industriai performance, including prices, margins, profit
rates. The assumptions of traditional industrial economics have to be
reversed: instead of starting from an assumption of identity between all
firms and then introduce oligopolies as a complication, one should begin
from the opposite assumption. Technical change makes every firm
different: a ‘competitive environment’ is that particular case whereby the
forces of technological diffusion are powerful enough to wither away
innovation-based asymmetries.

The analysis can be extended to account for international trade and
international investment. Technological asymmetries at the inter-
national level define what classical economists called absolute ‘ad-
vantages {and disadvantages) and thus also the configuration of the
universe within which cost-based and, first of all, wage-based adjust-
ments take place.




This book undertakes a detailed analysis of the effects of technical -
change on the patierns of transformation of industries, in both 4 closed. -
econorry and an open-economy context, and in many ways can be
considered an exploration into the microfoundations - of economic’”

dynamics. :

The case of the semiconductor industry is not only an illustration of the .

hypotheses and the methodology but is also of interest in its own right.
The analysis of the process of birth of the specific semiconductor
paradigm, with the contextual impact of American military and space
policies, helps in explaining the Ametican technological leadership.
Innovation-based competition, cumulativenéss of technological ad-
varitages, learning by doing, ‘technology-gap’ patterns of trade and
investment are factors which through time produced the ‘American
leadership over Europe. A different caseis J apan: there, the book shows,

important institutional and policy factors fostered a- very. rapid -

catching-up process ultimately leading to a Jjoint Japanese—American
leadership .in the world semicenductor oligopoly which has -been
forming throughout the 1970s and early 1980s. - : :

The semiconductor industry is the main engine of transformation of all
the industries-influenced by microelectronics. Its impact on the-user
sectors is not confined to ever-improving components at rapidly falling

prices,- but provides also (and is affected by) a set of untraded

technological interdependencies, stimuli, information flows, etc.,-which
shapes the overall pattern of transformation of the electronics industry.

Finally, the book provides a thorough statistical analysis of the
semiconductor industry in the major European countrics, the USA and
Japan, with respect to output, productivity, prices, market shares, trade
and investment flows. C
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Foreword

Professcr Chrlstopher Freeman

A perennial problem in the social sciences is the tendency for theoretical
models and generalisations to gain acceptance with inadeguate empi-
rical evidence or testing, and indeed occasionally with none at all. The
difficuities of obtaining and analysing satisfactory evidence are very
considerable, and it is often not feasible to conduct controlied experi-
ments. Social scientists are sometimes’ driven by force of circumstances
to use data which do not precisely correspond to their real needs,
because of difficulties in classification, response rate, comparability,
reliability, and so forth. This presents a continuous and corplex
challenge to anyone attempting research in this area ‘of mdusmal
economics.

The response to this challenge varies considerably. _Sorx_le theorists act
as if the evidence really did exist; some empiricists simply ignore most of

. the theories and confine themselves to the preséntation of whatever

published data are available; others substitute the elaboration of
mathematical models for the understanding of the real world
Unfortunately these types of response are often encouraged by the
pressures towards ideological conformity or a false concept of what
constitutes academic ‘respectability’ and the pattern of a typical
academic career. '

This book is remarkable for many reasons, but most of all for the
integrity, originality and determination with which it confronts this
challenge. It is at one and the same time both a major and original
contribution {o economic theory and a substantial empirical survey of
one of the most important and interesting branches of advanced
economics — the semiconductor industry. Each part of the book enriches
the other, and Giovanni Dosi is to be congratulated for his resistance to
the temptation to segregate the two in separate books or papers, or to
abandon one or the other field of enquiry.

He has made a root-and-branch attack on the orthodox neoclassical

xi
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theory of the firm, and one which is in my view unanswerable w1thm the
terms of that paradigm. He argues that it is both empirically ridicuious
and theoretically untenable to start from the assumption {hat all agents
arc equal in their access to technology in any branch of industry and in
their capacity to innovate. On the contrary, any’ sausfactory tnodelof
firm behaviour must start from the contrary. assumptxon ofa: mamfest!y
high degree of inegquality and variability, in addition to the’ uncertamty
about the future already recognised in such modelsas that of Nelson and
Winter. Within such a framework the issues of appropriability of new
technology, of cumnlative learning processes, of technologica defusmn

imitation and overtakmg can all be approached mar 'ahsti maxmer as
dynamic problems. -

The semiconductor mdustry is an exce]lem example of this appmach
It merits a great deal of attention in its own nght as ong of the fastest-
growing branches of the: economy and one which underpms the
computer industry, the robot industry and many other mdustnes which
are vital to economic performance in the final decades of this century,
Giovanni Dosi has been successful n assembling much new mfcrmat;on
on the development of the mdustry, which in several i 1mportam respects
takes us beyond the earlier primary work of Golding, Tilton and
Sciberras. His work Is particularly good in relating product and process
innovations to the evolving structure of the industry (Chapters 3 and 4)
and to the international environment (Chapter 5). In this respect it goes
beyond the work of Nelson and Winter, which, although a massive
contribution to econofmic theory, Jacked any detailed empirical
evidence,

The history of this mdustry also ililuminates many wider problems of
the nature of technical innovation in advanced capitalist economies,
such as the role of ‘science-push’ and ‘demand-puli’. Dosi’s book is the
best original assessment of this tangled controversy which I havc ever
come across. Finally, it is the best available discussion and comparison
of government policies towards the semiconductor industry. These
constitute a remarkable achievement and will amply reward the reader
who makes the effort necessary to master all parts of a long, but very
important book. After the combined onslaught from this book and the
earlier work of Nelson and Winter, the theory of industrial economics
must now undergo a paradigm change. It can never be the same again,

CHRISTOPHER FREEMAN

Pr_eface_

I am ccrtamly not the on!y one who feels a dramatxc uneasiness
espccnaliy in the field of microeconomics, faced with the dilemma
between emplrlc:sm without theory or, at best, sophxstncatedirreievance.
This book is an atternpt to suggest some tentative theoretical prop-
ositions mherent in explormg how the economiic world moves and
changes, in the belief that the conflict between theory and evidence can
only be resolved through the search for more powerful theoretical models.

The remote origin of some of the questions this book tries to address
goes back to my first icarmng of economics and the feehng of intelectual
irritation, facing an articulated construction full of erroneous abstrac~
tions and unacceptabie ideclogical famasms

The project which inspired this book in the present form was started in
1978, at the University of Sussex, asa D. Phil. degree. It has grown out of
research on ﬁublie policies towards the semiconductor industry, 1_mder-
taken at the Sussex European Research Centre (SERC) WilhlI‘l the
‘Industrial 'Ad}'ustment Project’, and has been completed at the Science
Policy Research Unit (SPRU), both at the University of Sussex. -

The research has been financed at different stages by Fondazione
Einandi, Turin; Ente Einandi, Rome; Consiglic Nazionale delle
Ricerche (CNR), Rome; the Nuffield Foundation, and the Innovation
Group of the Science Policy Research Unit, sponsored by the
Leverhulme Foundation.

1t is impossible to acknowledge all contributors, stimuli and criti-
cisms. Aware of making several injustices, I am forced to thank only a
few. .

First, I want to mention Michele Salvati, without whom this research
would not have been possible, and whe taught me, when I was still a
philosophy student .in Italy, that it is possible to couple rigour and
relevance, maintaining the inteliectual passion of discovery.

My supervisor at Sussex University, Tibor Barna, invested his trustin
this research and has been a sometimes invisible but always very real
intellectual challenge.

xii



xiv : - Preface

I want to thank Frangois Diichene and my previous colleagues at
SERC, Geofirey Shepherd, Daniel Jones and Hirgen Miiller: the
interchange of ideas within the “Industrial Adjustment Project’ has
played an important part in the development of this book.

From the start I have been working in close contact with the Science
Policy Research Unit (SPRU), which 1 later joined. Outside - this
environment it would have been much harder to grasp the *state’of the
art’ in the economics of technical change. The inteflectual debt toward
Chris Freeman emerges throughout this bovk and the contribution to
the theory of technical change I hope to ‘make here shows a clear
continuity with his approach. Throughout the research I benefited from
frequent discussions with Keith Pavitt and Luc Soete on a great nuimber
of theoretical issues. It has been a unigue ‘context condition’ for the
development of the ideas in this book. Ed Sciberras introduced meto the
world of semiconductors, which, at the ‘beginning, I did not know
anything about. o ~ o S S

Mick McLean, editor of Electronics Times, has been a conitinuous,
valuable source ‘of comments, contacts :and criticisms. 1 used his
magazine more than it s explicitly quoted, and — more important ~ |
enjoyed long discussions on ‘wide topics ranging from epistemology to
system theory. ) L - :

Richard Nelson has not only been a source of intellectual inspiration
through his writings but also through a long correspondence: his
comments contributed to improve and shape more precisely ‘the
hypotheses and gave me authoritative encouragement, '

Jean-Louis True! from the University of Paris X1, v addition to
providing information and analyses of the semiconductor industry, tried
to prove the interpretative use of some of the hypotheses of this book
and forced me to clarify them further. He has also been a very important
link with the French economic tradition, which maintains a .more
‘classical’ spirit than the dominant Anglo-Saxon approach and is
unfortunately largely neglected in the English-speaking countries (and
even in Italy), : '

A special mention is reserved for my friend Arthur Merin. Despite
working in different spheres of social science, it has been surprising and
stimulating to discover a similarity at the heart of certain problems. In
many fields, undoubted achievements would come from a better general
understanding of such topics as the inner dynamics of complex social
systems and the relationship between structures and change. =

Franco Momighano, Franco Malerba, William ~ WalKer and
Margherita Balconi read previous drafts or parts of this work. The final
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version takes into account their valuable comments. I benefited also
from seminars on various aspects of this research held at the University
of Sussex, the University of Modena, the University of Strasbourg,
Bocconi University (Milan), and the Istituto Ricerche Sociali (Milan). A
paper for OECD, partly based on the present work, has been discussgd
at length with the OECD ‘Secretariat and especially with Frangois
Chesnais and Henry Ergas.

The trade model developed in this book has been thoroughly
discussed and partly tested within a research project on ‘Technology and
Ttalian International Competitiveness’, directed by Fabrizio Onida, at
Istituto Ricerche Sociali (IRS), Milan, sponsored by the Italian Energy
Agency (ENEA).

The final version of the book has been read and commented by my
friend Gigi Orsenigo, with whom I shared part of my time in Sussex, in
an atmosphere of high intellectual excitement.”

Donald Kelly from the office of Technology Assessment and Forecast
(OTAF) of the US Department of Commerce and Jerome Mark from
the US Bureau of Labor Statistics have been extremely helpful in
providing special reports on US patents in semiconductors and
statistical information on US electronic sectors, respectively.

It is impossible to mention here all the company and government
representatives and exparts who were interviewed on the semiconductqr
industry. Their help has been essential to the empirical part of this
research. - ’

I want to express my deep gratitude to SPRU secretaries, espécially
Fiona Robertson Campbell and Hazel Hobards, who had to go through
the typing and editing of endless manuscripts, written in an English
which did not quite match Oxbridge standards.
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Gordon and Dr T. R, Munson to republish figures 2.2 to 2.4 and by
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To Cesi

1 Introduction

This book can be read in two ways, either as a theoretical analysis of the
patterns of technical change in modern economies with an illustrative
case study on semiconductors, or, conversely, as an industry study with
long (and unorthodox) theoretical premises. It has been written in a
somewhat modular form so that both the theoretical parts and the
empmcal investigation are relatwely self-contained. Both topics bear a
major relevance. The semiconductor mdustry is at the core of the
‘microelectronics revolution’, whose impact on the structure of industry
and the broader social environment can be compared to that of the
fundamental technological innovations which marked an epoch of
modern history such as the steam engine or electricity. Technical
change, in general, is one of the fundamental engines of economic
growth and structural transformation in modern societies.

- Facing the task of analysing where technical change comes from and _
what are its determinants and its effects, one immediately realises the
poverty of the theoretical instruments provided by the prevailing
economic theory (that written in the textbooks which most economics
students have to learn in universities). A random glance at most
economic journals highlights how the dominant stream of economic
thought is essentially concerned with a static problem of efficient
allocation of given resources, and even that is dealt with by means of
dubious theoretical hypotheses. The attempt to analyse industrial
changes and transformation must confront the painstaking search for
an adequate theoretical framework. We tried to analyse, step by step, the
process of generation of technical progress, its procedures, its impact on
changing industrial structures, the relationship between technical
change and oligopoly and the effect of international technological
differences on trade and investrnent flows. The exercise is in many
respects an exploration of the microfoundations of economic dynamics.
in other words, we address the following question: what are the
technological factors and the microeconomic impulses underlying
growth and transformation of modern economies? On the broad

i



2 Technical Change and Industrial Transformation

regularities in macroeconomic change we can find inspiration and
methodological guidance in classical economics (that TANging, grosso
modo, from the physiocratic thought to Ricardo and Marx, revived,
under partly different perspectives, by the ‘Keynesian revolution’ and
what is sometimes referred to as the ‘Cambridge School’). One of the
fundamental questions of classical economics concerns the long-run
determinants of the patterns of growth and change in the macroecon-
omic environment. The problem of the technological and microecon-
omic foundations, however, is left relatively unexplored, in two respects.
First, technical change is assumed, correctly, as one of the core stylised
facts of modern development, without, however, specific investigation
of its determinants and its procedures (a partial exception is Marx).
Only a few recent contributions in the fast two decades provide seminal
insights into the question: we will have the chance of discussing the works
by Freeman, Nelson, Rosenberg, Utterback and Abernathy, and Sahal.
Second, the issue of company behaviour under conditions of technical
change and the related issues of the patterns of change and the
performance indicators of industrial struetures are often neglected or,
even when an attempt of analysis is made (such as, for example, in the
‘managerial theories’ of the firm), one is left with models which can
hardly be linked with the broad regularities and patterns of change of
the macroeconomic environment. 'In this field there is, of course,
Schumpeter’s pioneering analysis of the dynamics of innovation-based
competition. In this respect, we shall study how the existence of
Schumpeterian competition affects the performance variables of each
industry (such as productivity, costs, prices, margins, concentration,
market shares). The question is particularly relevant, because it aliows
us to link context variables such as the trends in technology with the
mentioned structural variables which have a diréct macroeconomic
significance. The model put forward by Sylos-Labini  later discussed at
length - attempts a similar linkage whenever technological conditions
are primarily defined by size-related economies of scale. We will try to
develop a model in more general conditions when there are continuous
innovative processes occurring in an industry.

A theoretical crossroad concerns what firms actually do and how they
interact with each other under conditions of technical change. We shali
analyse the question in detail making extensive use of the seminal
models suggested by Nelson and Winter and their ‘evolutionary theory
of the firm’.

These brief remarks may help to place the analysis about to be
undertaken in the context of economic theory, its *state-of-the-art’ and,

- Introduction s 3

in our view, its unsolved-or badly solved problems. The central question
to. be analysed can be illustrated by some examples from the patural
sciences. - s - . : SR

- The economic system is a complex environment whereby change and
transformation stems from the interaction of its constituent parts; and
from partly exogenous variables: In our view there are-two such
variables of paramount importance: first the evolution of the “tech-
nological system’ and second, the system of;Jato sensu, social relations.
It is possibie to discuss here only the former. R

The environment changes alsoas a result of the inner interaction ofits
constituént parts.-What 'is a-given set of consiraints, possibilities,
incentives, from-the point of view of an individual actor {say a firm), is
also, with respect to the system as a whole, a moving thread of inter-
relationships which -define its stability -and its dynamics. Using. a
biclogical metaphor we .can consider the relationship bet?veen ‘-
dividuals, species and overall environment, At-any time the-environment
can be considered as given.for any one.individual {and this it is also a
selector .of mutations), while the relative patterns of growth of the
species, together with the emergence of mutations within them, indnce
change and transformation in the environment. There are th-us two
fundamental problems. The first concerns how the environment is rgade
at each point in time, i.e. what is the complex thread of inter-relations
which defines that system: For the topics under discussion, this is the
question concerning the microfoundations of macrocconomi‘cs: what
are the regularities in firms’ behaviour for given technological con-
ditions which add up to a certain configuration of state variables? The
question pertains to statics and accounts for the inner stability and order
of the system. The second problem concerns the directions of change in
the environment. This clearly relates to dynamics and must take into
account the effects of technical change upon growth and transformation
patterns. : -

Classical economics provides us with a powerful methodology to
analyse such dynamic factors as the determinants of growt‘h apd such
general static forces as the tendency towards profit equalisation, the
relationship between prices and costs of production, etc. We do not yet
have a complete microcconomics consistent with and underpinning
macroeconomic regularities. Let us illustrate the question with yet
another example. In physics the principles of thermodynamics were
discovered well before the development of atomic theory and quantum
mechanics. Thermodynamic laws could provide an accurate account of
macrostates but were unable to explain what happened within the
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system to produce such a macrostate, The theory of Brownian motions
bridges the micro and the macro, explaining why and how macrostates
are in equilibrium or change. ‘Classical’ macroeconomics can be taken
to be similar to ‘classical’ thermodynamics, in need of a- Brownian
theory. Note that in this respect the prevailing (neoclassicaly economic
thought appears to be scientifically regressive in that it is able to tell us
only that each particle *optimises its movements’. The theory is either
trivial, whenever.there is only one direction for the particie to take, or
indeterminate, when the possible directions are numerous and we do
not know exactly what each particle is optimising, when, how, etc.
Physics -obviously never took seriously the paradox of ‘Maxwell’s
demon’ allowing all molecules to go in only one definite direction. In
economics, on the contrary; we are left with a similar ‘theology of the
invisible hand’ which is taken very seriously indeed. - . . ..

The economic system is, of course, complex. The patterns of relations
between its constituent parts are structured and ordered. We are not so
much interested in knowing the precise movements of each individual
particle; to which we must grant some degrees of freedom, ds in
understanding what moves them and the regularities in these move-
ments. In our analysis we shall argue that technical change is the moving
force and that-a finite and smalf number of functional relationships.and
behavioural regularities can be identified. 1n order to do that we ought to
reverse some traditional assumptions of microeconomic analysis. The
mvestigation conventionally starts with the twin hypotheses: (a)let us
suppose the absence of technical change and (b) let us suppose that every
firm is equal to each other. These hypotheses of traditional theory lead
to the construction of the theorems of ‘pure competition®. Only at a
further stage, by complication, through an ‘add-on ad hoc procedure’
(we borrowed this expression from R. Nelson},-differences, i.e. oli-
gopolies, etc. are accounted for. The problem is that bad statics make
dynarnics impossible. If in physics we started with a gravitational theory
ruling out ex-hypothesi that bodies can move and can have different
inertial masses it would have become impossible, and even incon-
ceivable, to develop a theory of changing reference systems.

Instead of an initial hypothesis of identity between firms, we shall
make precisely the opposite assumption, namely: let us suppose that
every firm s different because it is affected in different ways by technical
change. The analysis will give a central role to the concept of asymmetry,
between firms and between countries. From a static point of view we
shall study how these asymmetries, related to different innovative and
imitative capabilities, affect prices, margins, trade flows and patterns of
investment. In other words, the configuration of the industrial system

Introduction -~ -~ = 5

will be explained also by means of the asymmetric position of firms with
respect to a ‘technological frontier’ that we shall define. In thx_s respect
free competitive conditions will emerge as a limit case ‘f'aib‘e“ a very
important one. From a dynamic point of view, the analysis will concern
how interfirmy and international asymmetries change through time asa
joint effect -of technical change, in the forms of both innovation and

- imitation, and Competitive interactions between firms. The distinctions

between statics and dynamics and their reciprocal relationship may l?e
easily illustrated by meéans of the foregoing physical analogy. Statics, in
our case, concern ‘the gravitational forces within a given refer@c’:e
system, i.e. for a given state of technology ‘(m?re precisely, for a given
position of the technological frontier). Dynamics focus?s on the case-of
changing reference systems, which' are represented in our case by
technical change. -~ w0 00 ' ‘ o :

A pre-condition. of the investigation of dynamics is a satisfactory
account of the procedures and direction of technical chz}nge. Too often
its interpretation swings-between a totally endogenous idea of a reafiy-
to-use black box (money will pay your way in any technological
direction and at any rate you wish) or a totally exogenous imag’e (the
economic agents are stuck with what scientist and engineers give them).
In dominant economic theory, we seem to have the worst-of the _tv»zo
worlds, namely a technology which is endogenousin -thg? short-run (via
movement along production functions) and exogenous in the long-run
(via movements of the production function itself). Ev§n_ssmple common
sense would suggest the other way round. Of course, it is not a question
of working out a middle-of-the-road compromise: The talsk of the
theory is to study precisely the general condiuops which affect
exogenous and endogenous technical progress. We will attempt a few
steps in this direction and suggest that (relatively) eXogenous changes
relate to the emergence of new ‘technological paradigms’, wt'nle
endogenous change concerns technical progress along the “trajectories’
which these paradigms define. _ _ )

The approach suggested here focuses on the twin questions of the
{*static’) configurations of complex economic systems character{sed by
technical change and their ‘dynamic’ patterns of transformation. A
great number of theoretical elements and stylised facsg are well knovwn
and established in economic literature. However, their interpretation
and their rofe will often be redefined in the light of this approach.

In this respect, this brief introduction should sérve to suggest the
gestalt which underlies our work. Problems related to systems and
system dynamics are certainly very complicated and this work cannot
aim at any thorough introduction even to the sub-set of problems
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refated to microanalysis of technical change. We hope, however, to have
been able to move a few steps forward and, even more important, point
at a theoretical task and at a methodology. S

Each chapter is comprised of a first part. which is theoretical and a
second part analysing the semiconductor industry. The latter provides
an excellent case study for methodology and hypotheses. It is a new and
fast changing industry, Technical progress plays a major. part. in its
dynamics. Industrial structures transform .very quickly. Interfirm and
international technological asymmetries are particularly pronounced,
while the sources of oligopolistic positions may be seen clearly. In many
respects, it is the nearest we can expect to. get to the ideal experimental
conditions natural scientists can create in their laboratories.

The semiconductor industry, however, maintains a deep interest of its
own, The industrial case study will allow the anatomy of the main engine
of the microelectronics revolution. After a brief introduction to semi-
conductor technology we shall discuss in. turn how the patterns of
technical change observed today came about in the first place, the
factors which yielded to an American_.1echnologica!.ieadership, the
Japanese "catching-up’ and the reasons for the European technological
weakness (Chapter 2). Chapter 3 will examine the nature of the
competitive patterns in the industry, the effects of technical change on
industrial structures, pricing behaviours, price and margins levels, the
factors affecting entries and concentration, the impact -of technical
change on productivity and demand. In Chapter 4 we shall extend the
analysis to the internarional scene and account for the determinants of
trade and investment flows throughout the history of the industry,
which showed a progressive internationalisation and a tendency to-
wards a world oligopoly. Finally, in Chapter 5, some observations on
inter-industrial diffusion of semiconductors serve as an mtroduction to
the broader issue of the microelectronics revolution which is affecting
manufacturing industry and the entire economy, | .

The book maintains a somewhat modular nature, so that the
theoretical and empirical parts can be read independently, The econ-
omist horrified by empirical evidence can read sections 2.1 and 2.2 of
Chapter2,3.1t0 3.3 in Chapter 3, 4.1 and 4.2 in Chapter 4, while the rest
of the chapters still make a relatively self-contained industry case study
for these uninterested in any theoretical model. Either strategy,
however, will imply a loss, for we believe ~ paraphrasing the old
philosopher —any theory without empirical evidence is empty and any
empirical evidence without theory is blind.

2 Trends in Innovation and
its Determinants: The
Ingredients of the
Innovative Process

The history of the discovery of the first transistor and of the fast and far-
reaching innovative dynamics in semicoriductor products and processes
Have already been told several times.! Here we will just try to interpret
the basic features of the patterns of innovation and its determinants.
First, we will suggest a model of the determinants and directiosis of
technical change aiming at a wider generality than a simple interpret-
ation of the technological trends in semiconductors. The semiconductor
case, in this réspect, may be considered a partial test for the model.
In the light of our theoretical framework we will then discuss the
patterns of development of the semiconductor industry and their
economic impact. More precisely, we will analyse the establishment of
the American technological lead and the factors which induced differenit
technological capabilities in the USA, Europe and Japan. '

2.1 THEORIES OF TECHNICAL CHANGE: DEMAND-PULL
VS TECHNOLOGY -PUSH o

Although everyone recognises that there can be —and generally are —
different and contextual origins of inventive activity, in the economic
literature there has been a substantial effort to define the common

- elements among 2 wide range of inventions and/or innovations,

together with the search for some kind of ‘prime mover’ of inventi\fe
activity, In the literature on the subject, one used to define two basic
different approaches, the first pointing to market forces as the main
determinants of technical change {‘demand-pull’ theories) and the

7
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second defining technology as an autonomous or quasi-autonomous
factor, at least in the short run (‘technology—push’ theories). Such a
clear-cut distinction is, of course, hard to make in practice but remains
useful for the sake of exposition: there is indeed a fundamental
distinction between the two approaches-and that is the role attributed to
market signals in directing innovative activity and technical changes It
seems to us that this distinction (the role attributed to market signals),
although overlapping a great deal with the distinction ‘demandmpuil’ Vs,
‘technology—push’ 1heones is indeed the main core of the discussion.

A Critique of ‘Demand—pull’ Theories

Let us consider first a ‘pure’ demand—pull theory. As d:scussed
exhaustively in a comprehensxvc and critical paper by Mowery and
Rosenberg (1979), the causal prime mover in those theories is some
supposed ‘recognition of needs’ by the productive units in the market, to
which their efforts follow in order to fulfil those needs through their
technological activities. This * pure’ market—puil theory would run more
or less as follows (both causally and chronologically).

{1) There exist a set of consumption and intermediate goods, at a
given time, on the market, embodying different ‘needs’ by the pur-
chasers. In passing, ane must notice —as we shall recall below ~— that the
same definition of ‘needs’ is guite ambiguous: at the one extreme ore
may define them in very general ‘anthropological’ terms (the needs to
eat, have shelter, communicate, etc.), but then they express a_total
indifference to the way they are satisfied and do not have any economic
relevance; or, at the other extreme, ‘needs’ are expressed i in relafion to
the specific means of their satisfaction, but then.each ‘need’ cannot
emerge before the basic invention to which it is related.?

(2) Consumers (or users) express their preferences about the featurcs
of the goods they desire (i.e. the features that fulfil their needs the most)
through their patterns of demand. This is another way of saying that
demand functions are determined by the existence and the forms of
utility functions. We may assume now that the pattern of demand
changes (i.e. that the demand function shifts upwards or downwards), or
just that —which is basically the same —in a growing economy, given the
relative prices of the considered commodities, the income elasticities of
demand of the latter are different.

(3) The theory would argue that, with a growing income relaxing the
budget constraint of the consumers/users, the latter demand propor-
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tionally more-of the poods which.embodied some relatively preferred
characteristics (i.e. those which more adequately satisfy their needs).

. {4} . At-this point the producers enier into the -picture, realising —
through the movementsin demand and prices - the revealed needs of the
consumers/users: some *utility dimensions” have a greater wezght (there
is more need for them).- -

-{5).Here the proper mnovatwe process beglns, and the successfui
firms will in’ the -end-bring to the market their new/improved goods,
aliowing . the *market’. (as defined -above) 1o monitor -their mcreased
capability to fulfil consumers’ needs. :

-.Of course, noi gven the most extreme ‘demand—puil’ theonst would

entirely support this crude view. The basic argument, however, main-
- tains that there generally exists a possibility of knowing a priori (before

the invention process takes place) the direction in which the market is
‘pulling’ the inventive activity of producers,-and furthermore thatan
important part of the ‘signalling process’ operates through--rgovemepts
in relative prices and quantities. Thus, in this perspective, the innovative
pprocess can be placed —although with-consistent difficulties — n_lside t_he
neoclassical- framework.* With respect to producers, this viewpeint
impiies that the ‘choice sets are given and the outcomes of any chqice
‘known’.5 The assumption .of ‘known outcomes’ could.perhaps be
relaxed to introduce risk and stochastic variables, but the first assump-
tion bas to be maintained (i.¢. a given and finite set of choices).’

The viewpoints outlined above might be criticised on different levels,
namely: () the general theory of prices as determined by supply and
demand functions;(b) the difficulties of defining dernand.functiosg as
determined by wutility functions and the same feasibility of a iutihty’
concept; and (c) the logical and practical difficulties in interpreting the
immovative process through this approach. .

The first question is undoubtedly the biggest one because it could
undermine the entire theory on which this approach is based. This is not
the place though to-deal with that issue® and the discussion will be
restricied to the third point.

With respect to this more circumscribed guestion, some 51gmﬁcant
problems throw -doubts on the entire adequacy of demand-based
theories of innovations.

{(a) A theory of innovation is supposed to explain not oniy ('and not
even primarily) ‘incremental’ technical progress on the;xnstmg pro-
ducts/processes, but first of all it is meant to interpret major and minor
technological breakthroughs. As far as the latter are concerned the
range of ‘potential needs’ is nearly infinite and it is difficult to argue that
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these would-be demands can explain why, in a definite pointin time, an
invention/innovation -occurs.’ o e

(b) Even after allowing a priori recognition of a ‘need’, it isdifficult to
explain with this approach what happens between that recognition by
producers and-the final-outcome of a new product. Either we-have to
assume a set of technological possibilities already.in existence (but then
we must wonder why those possibilities have not been exploited before)®
orwemust assume a limited time lag between research and the outcomes
of that research. The concapt of téchnology (and, at least indirectly, of
science} underlying this approach is of a very versatile and ‘responsive’
mechanism which can be directed with limited effort and cost in one
direction ‘'or-another: To avoid a crude conception. of technology as a
‘freely available black-box’, there have been some theoretical attempts
to-consider information asan expensive commodity.® Those attempts,
while representing a big advance because they account for the micro-
economic-aspects ‘of technological efforts (which has a cost and. an
expected return for-each single firm), and also because they somehow
account for ‘the inter-refation of science—technology—production, do
not seem to be able to consider the entire complexity of scientific and
technological procedures.?? : : :

To sumimarise, there appear to be three basic weaknesses in the
‘strong’ version of demand—pull approaches: first, a concept of passive
and mechanical ‘reactiveness’ to technological changes vis-a-vis market
conditions; second, the incapability of defining the why and when of
certain technological developments instead of others and of a certain
timing instead of others; third, the neglect of changes over time in the
inventive capability which do not bear any direct relationship with
changing market conditions. ' : o '

The theoretical ambiguities of demand —pull theories seem inevitably
reflected in the empirical studies on the determinants of innovation.!!
Not surprisingly, most of the studies find that *marketsis important in
determining successful innovations’. We find ourselves in agreement
with Mowery and Rosenberg, however, in that most of the studies with a
demand—pull approach fail to produce sufficient evidence that *needs
expressed through market signailing’ are the prime movers of innovative
activity,? :

This is precisely the question at stake. Those studies which tend to
prove demand —pull theoriés appear actually incapabie of explaining the
timing of innovations and the existence of discontinuities in their
patterns. Moreover, they provide a very crude account of the interaction
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between - scientific . progress,. patterns of technical change -and- the

‘evolution of economic variables: what these tests successfully de-

monstraie is that most enterprises and individual innovators undertak-
ing innovative projects perceive the existence of a-'pgtentiai demaqd_ for
their would-be product or process. This conclusion is hardly surprising.
We would be quite impressed by the opposite, i.¢. firms trying to prod-
uce innovations-which, they believe, they will.-not be able to sell!
The perception of 2 potential market generally belongs to the necessary
conditions for innovation but it is-#or by any means the sufficient one.

‘Technicél Posh® and the ,I.mportance of Econ'om:ic-Fnctors

The difficulties incurred by strdng_ versions of ‘technology _'pusi}'
theories are in some respects opposite to those discussed above: there, it

- was the difficulty of taking into account the complexity, the relative

autonomy.and the uncertainty associated with technologica:l'change and
innovation. Here, the problem arises in relation to the obvious fact that
‘economic factors are important indeed’ in shaping the direc‘tion of the
innovative process. The process of growth and economic change,
variations in distributive shares and in relative prices all affect tl?e
direction of the innovative activity and. one feels. rather uneasy in
accepting a view of technical progress wparaphrasing Joan Rot’amson -
as ‘given by God, scientists and enginec_:rs". The main theoretical task
with respect to supply-side approaches is the avm.danc.c of a- one-
directional conception ‘science—technology—production’ in which ‘the
first would représent a sort of exogenous and neutral deus-ex-machina.
One realises that, in actual fact, there is a complex structure of feedba_cks
between the economic environment and the directions of technoiogical
changes. A tentative theory of technical change shoufd define —~in as
general a form as possible — the nature of these interacti_ve xjnechamsms(
In different ways demand-—pull and technology —push theories appear to
fail to do so. In the former, technical change and innovation are
basically a reactive mechanism which certainly shows some consistency
with the traditional assumptions of neoclassical £conoMmics {consumer
sovereignty, optimising behaviours, general e‘quxlsb_num, eic.) but
presents also unavoidable logical and empirical difficulties. On the 'olher
hand, if supply-side factors present some independence —at least in the
short run — from market changes, it must be possible to shgw how they
are affected in the long run by the economic transformation.
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A Few Stylised Facts About the Innovative Process

Several empancai studies, at d:fferent levels of generality and inspired by
different theoretical approaches, point at multi-variable explanations of
innovative -activity and to some kind of ‘contextual determination’
between science-related factors and economic variables, '3

Some aspects of the innovative process can be considered ~in our
view —rather established. Among them:

I. The increasing role (at least in this century) of scientific mputs in the
innovative process.

2. The increased complexity of R & I activities which makes the
innovative process a matter of long-run planning for the firms (and
not only for them) and witnesses against a hypothesis of prompt
innovative answer by producers vzs—a~vzs changes in market
conditions.

3. A significant correlation between R & D efforts {as proxy of the
inputs in the innovative process) and innovative output {as measured
by patent activity) in several industrial sectors'* and the absence, in
cross-couniry comparisons, of evident correlations between market
and demand pattterns on the one hand, and innovative output onthe
other hand.

4. A significant amount of innovation and xmprovement is originated
through ‘learning-by-doing’ and is generally embodxed in people and
organisations {primarily firms).

5. The increasing institutional formalisation of research notwithstand-
ing, research and innovative activities maintain an intrinsic unceriain
nature: this militates against any hypothesis of a set of technologu:al
choices which are known ex-ante.

6. Technical change does #nor occur at random, in two ways. First,
the directions of technical change are often defined by the state-of-
the-art of the technologies already in usé. Second. it 1s often the case
that the probability of firms and organisations achieving tech-
nological advances is, among other things, a function of the
technological levels already achieved by them.!s

7. Theevolution of technologies through time presents some significant
regularities and one is often able 10 define ‘paths’ of change in terms

of some technological and economic characteristics of products and
processes.

In tl_le following section we shall try to define a model of the
determinants and directions of technical change capable of accounting
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for the features of‘the innovative process which havejust-been outlined.
The approach we will adopt may require a few introductory words. We
began this work by stressing the fundamental inter-relationship between
scientific progress, technical change and economic development. Their
mutual influence: has been one of the fundamental engines of socidl
transformation, at-least since the time of the industrial revolution:(but
most likely since long before then, even if in: different forms}. In
mdustrial societies this inter-relationship is particularly strong..in-many
ways institutionalised and incorporated within the dynamics -of the
economic system: scientific.and technological research is quite often
directly undertaken by companies themselves or sponsored by them,
while on the-other hand scientific and technical developments are crucial
factors in competitiveness. and growth. Despite all this, however, it is
fruitful to make a logical distinction between what we may name the
‘scientific system’, the ‘technological system’ and the ‘economic system’.
The tasks, the structures and the inner dynamics of these systems —aswe
shall argue —are different even ‘when they are strongly overlapping.
Take the example of the R & D activities within firms as one of the most
obvious.cases of strong interdependence between economic activities
and ‘technological activities’: even in this case one can observe how the
‘rules’, the targets and the ‘sociology’ (e.g. the organisation and the
gestal) of R & D institutions might be significantly different from
the rest of the firm. All this is going to sound guite evident.to a
managerial economist or an historian of technology. There have been
relatively few attempts, however, to develop models of the interaction
between these ‘systems’ at a sufficient degree of generality.

In the following section we shall examine precisely some features of
the ‘technology system’ and its relationship with the economic variables.

2.2 A PROPOSED INTERPRETATION: TECHNOLOGICAL
PARADIGMS AND TECHNOLOGICAL TRAJECTGRIES

The Nature and Procedures of Technological Advances

Economic theory usually represents technology as a combination of a
given set of factors, defined {(qualitatively and quantitatively) in relation
to-certain outputs. Technical progress is generally defined in terms of a
moving production possibilities curve, and/or in terms of the increasing
number of producible goods. The definition we suggest here is, on the
contrary, much broader. Let us define technology as a set of pieces of
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knowledge, both directly ‘practical’ (related to concrete problems and
devices) and ‘theoretical® (but practically -applicable aithough not
necessarily aiready applied), know-how, methods, procedures, ex-
perience of successes and failures and also, of course, physical devices
and equipment. Existing physical devices embody the achievements in
the development-of a technology in a defined problem-solving activity.
At the same time, a ‘disembodied’ part of the technology-consists of
particular expertise, experience of past.attempts and past technological
solutions, together with the knowledge and. the ‘achievements of the
state-of-the-art. Technology, in this view, includes the ‘perceptien’ of a
limited set of possible technological alternatives and of notional future
developments. This definition of technology is very impressionistic, but
it seems-useful to the exploration of the patterns of technical change.
One can-see that the conceptual distance between this definition and the
attributes of ‘science’ — as suggested by modern epistemnology —is not so
great. S S : . -
We shall push the parallel further and suggest that, in analogy with
scientific paradigms (or scientific. research ‘programmes), there are
‘technological paradigms’ (or technological research programmes),'®
A ‘scientific paradigm’ could be approximately defined as an ‘out-
look’ which states the relevant problems, a ‘model’ and a ‘pattern’ of
inquiry. *The success of a paradigm . . . is at the start largely a promise
of success discoverable in selected and stil] incomplete .examples.
Normal science consists in the actualisation of that promise, an
actualisation achieved by extending the knowledge of those facts that
the paradigm displays as particularly revealing, by Increasing the extent
of match between those facts and the paradigm’s predictions, and. by
further articulation of the paradigm itself’ (Kuhn, 1963, pp. 23-4). In
broad analogy with the Kuhnian definition of a ‘scientific paradigm’, we
shall define a “technological paradigm’ as a ‘model’ and a ‘pattern’ of
solution of selected technological problems, based on selected principles
derived from natural sciences and on selected material technologies.
First of all, the similarities relate to the mechanism and procedures of
‘science’, on the one hand, and those of technology on the other.!” As a
scientific paradigm determines the field of enquiry, the problems, the
procedures and the tasks {the ‘puzzles’, in Kuhn’s words), so does
‘technology’ in the sense defined above (it would be perhaps better to
talk of “cluster of technologies’, e.g. nuclear technologies, semiconduc-
tor technologies, synthetic organic chemistry technologies, etc.).
As ‘normal science’ is the ‘actualisation of a promise’ contained in a
scientific paradigm, so is ‘technical progress’ defined by a certain
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‘technological paradigm’. We will define a technological irajectory as the
patiersn of ‘normal’ problem solving activity (i.e. of ‘progress’) on the
grounds of a technological paradigm.

... More precisely, if the hypothesis of technological paradigm has to be

of some use, one must be able to assess also in the field of technology the
existence -of :something similar to a positive heuristic and a negative
heuristic.'® In other words, a technological paradigm (or research
programme)’® embodies strong prescriptions on -the directions gf
technical change to pursue and those 10 neglect..Given some generic
technological tasks (one could call them generic ‘needs’) such as, _for
example, those of transporting commodities and passengers, -produqlng
chemical compounds with certain properties or.-switchmg-and :«:Lm_phfy-
ing electrical signals, certain specific technologit_as emerged, Wlt'h their
own ‘solutions’ to those problems a¢ the exclusion of other notionally
possible ones: in our three examples, historically these technologies were
the internal combustion engine, petrochemical processes and semu-
conductors, respectively. - : T : L

- Technological paradigms have a powerful exclusion effect: the' eﬁ'prts
and the technological imagination of engineers and of' the orgamsiatl.ons:
they are in are focused in rather precise_d_irec.tﬁons while they are *blind

with respect to other technological possibilities. : o

At the same tme, technological paradigms: a}§o define . some
idea of ‘progress’. Again in analogy with science, thls-..can ha_rd1.y be
an absolute measure but has some  precise - meaning mth:g a
certam technology. The ideptification of a technolog’icat:‘pgradxgm
relates to the gemeric task to which it is applied {e.g. ar_nphfymg and
switching electrical signals), to the material technology it selects (e.:.g.
semiconductors and more specifically silicon), to the physwai/chem’lcal
properties it exploits (¢.g. the “transistor effect’ and ‘field _effef:t of
semiconductor materials), to the technological and €CONOMIC dimen-
sions and trade-offs it focuses upon (e.g. density of the circuits, speed,
noise-immunity, dispersion, frequency range, unit_c_osts, etc.).‘Once
given these technological and economic dimensions, it is also possibie to
obtain, broadly speaking, an idea of ‘progress’ as the improvement of
the trade-offs related to those dimensions.

The broad analogy between ‘science’ and “technology’ we have been
drawing should not clearly be taken as an identity. In addition to _the
obvious difference related to the different nature of the p‘roblem-solvm_g
activity, technological ‘knowledge® is much less well amcullat.ed tI};n is
scientific knowledge, much of it is not written down and 15_1mplic1t in
experience, skills, etc. This implies also that the definition of a
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‘technological “paradigm™ is bound ‘to''be ‘much:looser while the'

distinction between ‘normal activity’ and ‘problem-shifts’ is likely to-be
hard to make in practice. The same idea of a ‘technological paradigm’
should be taken asan approximation, adequate in some casesbutlessso
in others. In our view, however, the analogy keeps-its validity i that
both (‘scientific’ and “technological’) activities represent strongly selec-
tive gestalten embodying powerful heuristics.- : B

The Process of Selection of Technb’iogica! Paradigms-: :

A crycial question relates to how an established technological paradigm
emerged in.the first place and how it ‘was ‘preferred’ to other possible
ones. ‘Let us consider ‘downward’ the sequence science-technology-
production, remembeting that it is meant to be just a logical simplifi-
cation which neglects the crucialiong-run infiuence of the economic and
technological environments upon science itself,

Even within *science’, the problems and the ‘puzzles’ actually tackled
(and those solved) are, of course, much more limited in number thar the
total number of problems and puzzles that the scientific theories
poteﬁtiallyf allow, and even more so the pieces -of theory, puzzles,
possibilities of development, ‘passed-on’ from - scientific theory to
‘applied ‘sciences” and to technology (the last two, at least, being
significantly overlapping). Leaving temporarily aside the problems of
feedbacks, the hypothesis is that along the stream science-technology-
production, the ‘economic forces’ (that we will define below) together
with institutional and social factors, operate as a selective device (the
‘focusing device’ of Rosenberg (1976)). Within a large set of possibilities
of directions of development, notionally allowed by ‘science’, a first level
of selection (at least in the overwhelming majority of research activity in
the enterprise sector) operates on the grounds of rather general
questions like: Is any practical application conceivabie?; Is there some
possibility for the hypothesised application being marketable?, ete.
Along the downstream from ‘Big Science’ to production {on a path
which is much easier to concejve as a continuum instead of a strictly
defined discrete set of steps), the determinateness of the  selection
increases: at one end we have the ‘puzzie-solving activity'?° defined by
scientific paradigms stricto sensu; at the other end we have a technology
totally embodied in devices and equipment. In between, in a field that we
must already call technology because it is specifically (*economically”)
finalised, the activities aimed at “technical progress’ still have many
procedures and features similar 1o ‘science’, namely the problem-solving
activity along lines defined by the nature of the paradigm. The economic
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criteria-acting as selectors define more and more precisely the actual
paths followed inside 2 much bigger set of possible ones,

The Directions of Technical Progress _

Once a path has been'selected and established, it shows a momentum of
its own,*! which contributes to define the directions towards which the
problem-solving activity moves: those are what Nelson and Winter
(1977a) define as natural trajectories of technical progress.?? A tech-
nological trajectory, i.e., to repeat, the ‘normal’ problem-solving activity
determined by a paradigm, can be represented by the movement of
multi-dimensional trade-offs among the technological variables which

the paradigm defines as relevant. Progress can be defined as the

improvement of these trade-offs.?
One could thus imagine the trajectory as a cylinder in the multi-

dimensional space defined by these technological and economic vari-

ables. (Thus, a technological trajectory is a cluster of possible tech-
nological directions whose cuter boundaries are defined by the nature of
the paradigm itself). Some features of these technological trajectories,
defined on the grounds of technmological paradigms are worth
considering: ' ' ' o

1. There might be more general or more circumscribed as well as more
powerful or less powerful®* trajectories, :

2. These are generally complementarities between different forms of

‘knowledge, experience, skills, etc.?® Furthermore, developments or
lack of development in one technology might foster or prevent
developments in other technologies. | :

3. In terms of our model one can define as the rechnological frontier the
highest level reached upon a technological path with respect to the

- relevant technological and economic dimensions.?®

4. ‘Progress’ on a technological trajectory is likely to retain some
cumulative features: the probability of future advances is in this case
related also to the position that one (a firm or a country) already
occupies vis-g-vis the existing technological frontier. This is strictly
consistent with Nelson and Winter's representation of technical
progress at firm and industry levels, with Markovian chains.?”

5. When a trajectory 1s very ‘powerful’, it might be difficult to switch to
an alternative one, Moreover, when some comparability is possible
between the two (1.e. when they have some ‘dimensions’ in common),
the frontier on the alternative ('new’) trajectory might be far behind
that on the old one with respect to some or all the common
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dimensions. In other words, whenever the technological paradigm
changes, -one has got to start (almost) from the. begmmng in the
problem-solving activity.

6. It is doubtful whether it is possible to a priori compare and assess the
superiority of one technological path over another. There might
indeed be some objective criteria, once some indicators are chosen,
but only ex-post.2® This is one of the reasons behind the intimate
uncertain nature of research activity (even leaving aside the market
évaluations of the results, but just considering purely technological
xndicators)

Economics and Technoldgﬁ

The role of economic, institutional and social factors must be considered
in greater detail. A first crucial role —as already mentioned —is the
selection operated at each level, from research to production-related
technological efforts, among the possible ‘paths’, on the grounds of
some rather obvious and bmad criteria such as Feas;bﬂity, market-
ability, profitability.

On these very general grounds, there might still be many possible
technological paradigms that could be chosen. Given the intrinsic
uncertainty associated with their outcomes, in terms of both tech-
nological and economic success, it is hardly possible to compare and
rank them ex-ante.?® Other more specific variables are likely to come
into play, such as (a) the economic interests of the organisations
involved in R & D in these new technological areas; (b) their
technological history, the fields of their expertise, etc.; {¢) institutional
variables sfricto sensu such as public agencies, the military, etc. All these
factors are likely to operate by focusing forces upon defined directions of
technological development. In particular, one must stress the role often
played in the establishment of a particular technologigal trajectory by
public (*political’) forces. As we shall see, clear examples of public
intervention are semiconductors and computers during the first two
decades of the post-war period. Military and space programmes
operated then as a powerful focusing mechanism towards defined
technological targets, while at the same time providing financial support
to R & D and guaranteeing public procurement. Other similar cases can
be found throughout the modern history of technology: for example, the
emergence of synthetic chemistry in Germany bears a close relationship
to the ‘political’ drive of that country towards self-sufficiency in the
post-Bismarck period.?®
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- These kinds of direct institutional effects upon the emergence of new
technologies are not a general rule: the point we want to stress, however,
is the general weakness of market mechanisms in the ex-ante selection of
technological directions-especially at the initial stage of the history of an
industry. This is, incidentally, one of the reasons that militates for the
existence of ‘bridging institutions’ between *pure’ science and applied
R & D3 Even when a significant “institutional focusing” occurs, there
arelikely to'be different technological possibilities, anuncertain process
of search, with different organisations, firms, individuals ‘betting” on
different technological solutions. Proceeding. on -our parallel with
epistemology, this resembles a world d /o Feyerabend (1975) with
different competing technological paradigms: competition doesnot only
occur between the ‘new’ technology and the ‘old’ ones which it tends to
substitute, but also among alternative ‘new” techiological approaches.

-We did not say very much about positive ex-ante criteria of selection
among poteniial technological paradigms, apart from rather general
ones such as marketability or potential profitability. Another powerful
selecting criterion in capitalist economies is likely to be the cost-saving
capability of the new technology and in particular its labour-saving
potential: this: is obviously consistent with Neison ‘and Winter’s
suggestion of ‘natural trajectories’ towards mechanisation and exploi-
tation of economies of scale. Certainly in societies where industrial
conflict and conflict -over income distribution are siructural features,
substitution of machires for labour must be a powcrful determinant in
the search process for new technologies. :

More generally, the patterns of industrial and social conflict are likely
to operate, within the process of selection of new technological
paradigms, both as negative criteria {(which possible developments to
exclude) and as positive criteria (which technologies to select). In this
respect, one might be able to define some long-run relationship between
patterns of social development and actually chosen technological
paradigms (one quite clear example is the relationship between indus-
trial relations at the turn of last century and the selection and
development of ‘Tayloristic’ patterns of technical change in mechanical
engineering).

Let us consider the final stage of this logical sequence from science to
production, when —in cases of product innovations —a commodity is
produced and sold: at this final stage markets operate again as selective
environment.*? It must be noted that this ‘final selection’ has a different
nature from the previous stages. In the choices of the technological paths
some kind of economic indicators were operating as a priori directing
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devices among.a big number of: possible: technological-choices. Here
the ‘market operates. ex-post-as a selecting’ ‘device; - generally -among
a range of -products  already. determined by the broad. technology
patterns chosen on the supply side. To clarify the distinction further, let
us take the foilowing biological analogy. The final market selection may
be equated with the environmental selection on mutations {Nelson and
Winter models describe mainty this ‘evolutionary’ mechanism within the
ecenomic environment). The discussion above relates,.on the contrary,
to the selection of the ‘mutation ‘generating” mechanisms. Thus the
economic and social environment affects technological development
in two ways, first selecting the “direction of'mutation’(i.e. selecting the
technological paradigm) and then selecting among muiations, ina more
Darwinian fashion (i.e. the ‘éx-post selection among Schumpeterian
trials and errors). At times when new technologies are emerging; onecan
often observe new (Schumpeterian) companies trying toexploit different
technological innovations. Markets perform asa systemyof rewards and
penalties, thus checking and selecting among different alternatives. In
this respect, the existence of a multiplicity of risk-taking actors, in non-
planned .economies, is crucial to the trial-and-error procedures as-
sociated with the search of new technological paths. These “actors’ take
risks, of course, because there are markets which offer high rewards (i.e.
profits) as a result of commercial success. - -~ -5 - -
Incidentally, one must notice that if our interpretation of the process
of ‘technical change is .correct, the emergence of new technological
paradigms is contextual to the -explicit emergence of economically
defined ‘needs’. In other words, the supply side determines the ‘universe’
of possible’ modalities through which' generic “needs’ or productive
requirements (which as such do not have any direct economic signifi-
cance) are satisfied. In this, one can see the element of truth contained in
those sociologically based theories suggesting needs ‘induced’ by
corporate strategies. - : - er

A Lock from the Opposite Side: How do Changes in the
Environment affect Technical Change?

Changing economic conditions clearly interact with the process of
selection of new technologies, with their development and finally with
their obsolescence and substitution. One has, therefore, to analyse the
feedback mechanisms ‘upward’, from the economic environment to the
technology. One should also consider the long-term influence of
economic and technological factors upon scientific change: this is,
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however, well beyond the scope of this work. Changing relative prices
and distributive shares are bound to affect demand for the various
commodities and the relative profitabilities in manufacturing them.
Producers certainly react to these signals from the economic er'wiron-
ment, trying to respond through technical advances. However, this oft.en
occurs within the boundaries of a given technological trajectory, which
might either be conducive or place increasing .coz}straiz}{s on any
development consistent with the signals’ the economic environment is
delivering.*? Difficulties and unsolved technological puzzles and prob-
lems, to use Kuhnian language again, operate upward. as focusing
devices, sometimes putting pressure on other technological ﬁ:’flds_-to-.go
further in their problem solving, and finally, facilitate or hinder the
switch to other technological trajectories. It must be stressed, though,
that unsolved technological difficulties do not. impiy_-autom'a‘tically a
change to another ‘path’.>* Of course, changes in market cond%-tz_ons fm_d
opportunities. (among which changes in demand patierns, rela’tzve prices,
distributive shares, costs of production, ¢tc. are all very important)
continuously bring pressures ‘upward’, at va;iou§ levels.,-u'po_n tech-
nological trajectories, and upon the same selection criteria on the
grounds of which those trajectories are chosen. But this fact, does not
imply by any means an assumption of malieable ‘ready-to-use altergat-
ive technological paths, or, even more so, instantaneous techngiog:;cgl
responses to changes in market conditions. _Furihenr{orc, an 1.mphcn
result is that the ‘upward’ impact of changing economic c_on_dltxor;s on
technological research patterns _seems,directi_)(..prc')portionai_ tc;sthe
technological determinateness of the economic stirnuli t'hemselves” ;So
one would generally expect this determinateness £o increase coming
from consumers” goads o investment goods and to other Kinds of non
properly market goods (such as military equipment).®

Note that changes in the economic environment are a permanent
feature of the system: those changes often stimulate simple techmc‘at
progress (as defined above) along one teci}nolog:cai _traj’ectory. A_g_am
in paralle] with epistemology we can call it the ‘normal’ technological
activity. ‘Extraordinary’ technological attempts {related to the search
for new technological directions) emerge either in reiatm‘n to new
opportunities opened up by scientific developments, orto thc increasing
difficulty in going forward on a given technological direction (for
technological or economic reasons), or both.?’ . o ‘

in the next chapter we will examine the :mpiigatrons . of ti_ns
interpretation of the patterns of technical change and innovation with
regard to industrial structures. First, however, we will consider the
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technological history of the semiconductor industry in the light of this
model. o . K ) _ _ .

2.3 THE SEMICONDUCTOR INDUSTRY: DEFINITION
AND TECHNOLOGICAL FEATURES?®

The semiconductor industry is generally defined as that branch of the
electronics industry which manufactures electronic components (almost
entirely active components) utilising ‘the properties. of ‘semiconductor
materials, of which silicon:is by far the most common. =

Semiconductors-are elements or compounds (such as silicon, ger-
manium, sélenium, gallium arsenide, etc.) which show a much lower
conductive capability than conductors (whose conductivity is allowed
by the movement of free electrons), but higher than insulators. More
precisely, they can act.in'certain conditions as conductors and-in others
as insulators. This is due 1o their property of ‘having -in their atomic
structure, either a ‘hole’ in their outer cluster of electrons {these are
called p~type semiconductors) or just one electron {n—type semiconduc-
tors). To increase their n~type or p—type conductivity, the number of
electrons or ‘holes® can be increased, adding some impurities to the
material: the process is called ‘doping’. Thus, when a semiconductor
device isdefined as a p—» type this means that it is composed by alayerof
p—type semiconductor and a layer of n—type semiconductor, ete. The
conductive or insulating properties of semiconductors can be affected by
the presence of an electrical current, electromagnetic fields, temperature,
light or other electromagnetic waves exposures.®® - = - :

These properties have been exploited in different ways and in different
semiconductor devices. Dug to their alternatively conductive or insulat-
ing properties, semiconductors can perform’ many tasks as .active
components i electric circuits and modulate, rectify and amplify
electrical signals. _

Moreover, this property of alternatively allowing or preventing the
fiow of electrical current may be exploited in electrical circuits associat-
ing these two'states with two values of a given variable (i.e. zero and one,
or —which is essentially the same —yes and no). Very loosely speaking,
this is the basic principle of digital circuits, which manipulate informa-
tion translated into electrical impulses, based on a binary logic.

In the history of electric components, the first semiconductor rectifier
was built by Popow in 1895, but after the invention of the electron-tube
(de Forest, 1906), thermoionic valves completely replaced solid-state
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devices as active components. Semiconductors were used merely as wave
detectors in the early radar equipment around the time of the Second
World War.*¢ .

Generally the date of birth of the semiconductor industry is placed in
1948 (more precisely 23 December 1947), when Shockley, Bardeen-and
Brattain announced the development of the first poini-contact transis-
tor {i.c. a semiconductor amplifier) at Bell Laboratories.*! .

Later in the history of semiconductors, the first integrated circuit was
developed by Texas Instruments and Fairchild in 1961. An integrated
circuit {IC) is a device performing more than one function on a single
chip, i.e. it embodies more than one component, either active or passive

' (for example, several transistors connected through patterns ‘written’ on

the chip). . o _

Finally microprocessors (MPUs), developed in 1971, are, roughly
speaking, a *big’ integrated circuit which tncorporates on a single chip ali
the logical functions of a complete computer.

In the definition of the industry we include:

'(a) Discrete devices such as diodes and rectifiers, transistors, special

discrete devices like thyristors, zener diodes, and triacs,

(b} Integrated Circuits.** They can be subdivided, in terms of functions
performed, between analog ICs, digital ICs and memories, or, on the
grounds of their technological features between bipolar and MOS
{metal oxide).**

The distinction between analog and digital circuits is ?asefi on
whether they operate on elements of information expressed in binary
logic (as in digital ICs) or whether, on the contrary, they process the
inputs of informations as they are (in the analog case).**

Strictly speaking, memories are digital ICs which can store binary
information, through storing electrical charges. Memories can either be
‘ready-only’ (ROM), whenever the bits of information are permnanently
written at the manufacturing stage, or RAM (‘random access’),
whenever the elements of information are volatile and each information
can be written, read, cancelled *®

In terms of product technologies, bipolar ICs are based on “electron
action taking place within the body of semiconductors™® whereby, in.a
vague similarity with the previous valve technology, under certain
conditions (i.e. a voltage applied in the middle junction of each
transistor, ofien called ‘base’), a flow of electrons and ‘holes’ occurs
inside each transistor between its two extremes (often called ‘emitter’
and ‘collector’ —again in analogy with valve technology).

Metal oxide silicon (MOS) technology, on the other hand, operates
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on electrical fiows on the surface of each layer which compose the IC,
exploiting the ‘field effect’:-a voltage applied to the layer -below the
surface controls whether a flow occurs onthe: surface 1tse]f through the
electrical field it creates.*”.. :
(¢} Microprocessors; as already mentloned may be conmdered a very
complex integrated circuit which can undertake (in conjunction with an
input-—output device and with two or mofé ‘memoties) a complete
processing of information-accordingto a chosen programme (software)
which'can be instructed 'to the device, -
(d) Optoelectronic devices such as light emitting diodes (LED) and
liquid crystal displays (LCD).** This group of preducts is often
considered together with the other discrete devices. We choose to keep
them as a separate category for their relanvely d:ﬁ"ercm characterlsucs
and applications.
(e) Solid-State Memories (i.e. magnetic bubble memories —~MBM) 43
Note that neither miagnetic bubble memories nor some optoelectronic
devices are stricto sensu semiconductors. ‘However, they are often
manufactured by semiconductor companies through production pro-
cesses which bear some similarities with semiconductor manufacturing,
The process-of production of semiconductors {following the stage of
research and prototype development) can be subdivided into five
phases: 5% (1) design, (2) mask-production, (3) fabrication, (4) as-
sembly, {(5) testing. At the design stage, the compiete network of the
circuit is drawn, at dimensions several hundred times bigger than the
planned circuit. The design is, of course, 2 labour-intensive and
technology-intensive procedure. Today, many steps towards the com-
puterisation of design have been made, but it still relies heavily on
technical knowledge and design capability. As we shall see, thisstageisa
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critical one in defining the technological capabilities of companies and
countries,

The design of the circuit is then photo-reduced to obtain masks which
represent the patterns of the circuit. The proper production phase begins
from slices of pure silicon.®! Those crystals are then sliced to obtain
‘wafers’ (which used to be 23 inches in diameter and today are also
4 and 5 inches). These wafers are put in a furnace where some elements
(for example, boron), at gaseous state, are diffused on them. Then, being
exposed to oxygen, they develop an oxidated surface. Finally, wafers are
coated with a photo-sensitive emulsion (*photoresist’). By means of
aligning the wafer 1o the mask and exposing the latter to intense light,
the pattern of the circuit is reproduced on the wafer, so that, after baking
the wafer and ‘etching’ it in an acid solution, only the regions of the
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wafer which were not exposed to the light will remain covered by the
layers of silicon dioxide. Now, some ‘impurities’ (e.g. phosphorous,
arsenium, indium, depending on the desired p-type or n—type pro-
perties) are diffused —again at gaseous state —on the exposed circuit
pattern on the wafer. The small ‘doped’ areas perform as microscopic
parts of transistors (either of n—~or p—type). - _ :

Depending on the complexity of the. circuit, .the operations of
oxidation, light exposure through a mask, :etching and diffusion_are
repeated several times until the completé integrated circuits. are ob-
tained. Finally, 2 metal layer (generally aluminium) is grown — through
the same process of gaseous diffusion. The layer is-again oxidated,
covered with a photoresist, light exposed, and etched to form the pattern
of electrical inter-connections. of the ICs developed on the wafer, The
wafers are then visually inspected and electronically tested and, if they
pass the controls, cut to separate each IC: a 3-inch wafer might vield
from some hundreds to several thousands integrated circuits. Whenever
we refer to the ‘yields’ in manufacturing, it will mean the percentage of
‘good’ ICs —i.e. those working according to specifications — in the total
number obtained from the wafer. : . -

The IC is then bonded to a base and all the connecting wires are linked
to the chip, in the case of manual or semi-automated assembly, with the
use of a microscope. After being sealed in a protective package, ICs
undergo a final testing, in order to separate the faulty ones and
determine their electrical characteristic (frequency, dissipation, etc). -

The functional features of semiconductor devices may be described in
terms of density (number of components per chip), speed, energy
consumption; frequency, dissipation, heat-immunity, electrical noise-
immunity, maximum power charge, acceptable change in the supply
voltage, etc, -

2.4 THE DEVELOPMENT OF SEMICONDUCTOR
TECHNOLOGY -

From Valves to Semiconductors

Let us briefly consider the electronic technology which semiconductors
were going to supercede.

Before the discovery of the transistor, the tasks of amplifying,
rectifying and modulating electrical signals were performed by valves,
except in a few applications for which valve technology was inap-
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propriate (e:g. high frequency wave detectors). Thermoionic -valvgs
(known also as vacuum tubes or electronic tubes) were first developed.in

.Xfaiveé_‘ basic_scientific principles. were well understood since the
beginning of the century, On the contrary, ait%lough many semiconduc-
tor properties were known —as mentioned —since the previous century,
the theoretical reasons for such physical behaviour was unknown ﬂ.ll'{tll
the _émergenéc of guantum physics, and, even after that, quantum physics
was providing a workable and powerful theoretical framewgrk_, but-w_gs
not yet developed to explain all of the observed properties of semi-
conductors. ... . . . - . e

Since their first introduction, valves underwent an impressive improve-
ment. in: perférma_nce and, on the basis of the same ‘technological
paradigm’ and physical principles, new types of valves were dgvelpped.
The . technology. itself, however,. defined the extreme boundaries of
technica) possibilities and the inherent limitations. Among them there
are:

—limited frequency rdange at which they could operate : o

—high energy consumption (the valve had to be heated before_‘a flow of
electrons could occur between the ‘emitter’ and the ‘coile__ctor’_) )

—high heat disperson : : :

—limited retiability .

—size unreduceable below certain dimensions

—limited average life '

Technical progi'ess along valves’ technological trajectqries pusi?ed
performances near the technical limits, while at the same time reducing
ung: ct)ii;s;)ther hand, solid-state physics was one of the least established
fields of theoretical physics, even afier the development of quantum
physics. It is important to notice that solid-state theory was one of the
areas where the new scientific paradigm could be tested. o

From a technological point of view, some possible -agphgations of
serniconductor active components could be foreseen (subsutuugn for, at
least, some kinds of valves, other applications in high ft:egt_zencms, ete.).
In the thirties and forties, though, this was a mere possibility and not a
practical target: the distance between theoretical state-of-the art, on Fhe
one hand, and practical applications on the other hand, was very high
mﬂ};ﬁj hrst discovery of the transistor occurred at Bell Laboratories (the
research facility of American Telephone and Telegraph). In the USA, a
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consistentamount-of research was under way alsoin various universities
and big corporations (Univetsity of Pennsylvania, Purdue University,
General E_lectric, Sylvania).®? These researches were not generally
undertaken’ with the main aim of -producing a-solid-state amplifier
(transistor), but with the purpose of advancing the: understanding-of
solid-state-physics {the *scientific puzzle-solving activity’), the construc-
tionof some semiconductor device being to'a certain extent a by-product
and- & consequence -of the- possible -success “in- explaining solid-state
phenomena.-ﬂ. EEEI S o T Do

The early development -of transistor devices put pressireé upon the
extension of theoretical knowledge in several related fields and, on
the other hand, was ‘shaped” by the level of that knowledge itself and by
the "degree of development of othier: complementary technologies:3*
With respect-to the first point, developments in transistor -techno]dgy
were not-possible until the fole of *minority carriers’ was understood.
Similarly, developments in field-effect transistors technology were thade
possible by its theoretical understanding®® and contextual to it. It is
worth noticing that one of the reasons for the early preference for
germani}im, first, and then silicon, in addition to _iechnol_ogica! and
economic factors, was the better understanding of the physical "pro-
perties of these elements. At least the first ten years of the history of the
semiconductor industry are characterised by a crucial intcr'-reiatioriéhip
between ‘science’ and ‘technology’. However, since the sixties the
distance between the two has increased. Semiconductor basic tech-
nology had become established and its path of development no longer
needed a direct ‘coupling’ with ‘Big Science’. - S

This is reflected also in a declining trend of basic research undertaken
by the firms in the sixties and seventies,s? . ‘
Research and Innovation: The Role of Big Research Estabiishments
in the Early Days of Semiconductors - s

After the discovery of transistors. research continiued at Bell
Laboratories as well as in big electrical corporations such as General
Electric, RCA, Philco, Westinghouse, and Sylvania. In those days (until
approximately the beginning of the 1960s) applied research activities
were to a considerable extent connected with ‘proper’ . scientific
inquiry,*®

‘ A striking feature of the first decade of the history of semiconductors
is the remarkable difference between those companies which originated
the overwhelming majority of innovation. and those companies which
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successfully exploited these innovations in the market. In other words,
successful innovators were not generally successful producers of the
devices based on these innovations. We will try to give some expla-
nations for this apparent paradox in the next chapter when discussing
the dynamics of the industry and the changes in market structure. First
of all, however, we must analyse the nature of the innovative process.

Let vs define the main features of research activities on semiconduc-
tors in the fifties. Most of the research, in the USA as well as in Europe,
was undertaken by big established companies, quite often valve
producers (cf. also Tilton, 1971). Tabies 2.1 and 2.2 provide an overview
of the major innovations between 1950 (the date of the first commercial
production of transistors) and 1978.°° Table 2.3 attributes the inno-
vation to the various types of companies. On the period 1950-61
established electrical companies accounted for 31 per cent of all major
innovations (26 per cent by US companies and one innovation
atiributed to Sigmens from Germany). Bell Laboratories®® alone
accounted for 33 per cent. Their share in process innovations is even
bigger (33 per cent and 44 per cent, respectively). .

In terms of R & D efforts, Bell Laboratories and big tube firms in 1959
were contributing for 57 per cent of total R & D expenditure.®* Finally,
in terms of patents over the same period (1952—61), Bell Laboratories
were granted 24 per cent of the total and tube firms 42 per cent.®?

If one'looks at the first five years of the history of semiconductors the
picture is even more impressive: between 1950 and 1933, Bell
Laboratories and established e¢lectrical companies originated jointly
92 per cent of all major innovations.

Even after the 1960s, estabiished electronic companies and public
laboratories show a disproportionately high number of patents (see
Table 2.4).

Tt is particularly important to stress the role played in those early days
by Bell Laboratories as a decisive bridging institution between ‘pure’ and
applied research. In more economic terms, we could define it as an
institution ready to underiake research projects involving a very high
uncertainty about possible future commercial outcomes. This has been
important especially in a period in which technological patterns were

" not yet well established, the relevance of basic research was high, there

were several directions of possible enquiry and the uncertainty as-
sociated with each of them was very high. Furthermore. part of those
rescarch efforts —even when swccessful —do not produce a direct
profitable outcome, although they have, of course, a positive impact on
the technological level of the innovator and of the industry. Consider
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Tamie 2.3 Innovation by kind of company and nationality (195078 )®

Year 195061 I1962-71 1972-8

. Major Product and Design Innovation : ‘ : o
{numbers) 14 22 15
of which percentage by

Western Electric (i.e. Bell Labs) 25% 7% -
US Established Electrical

Companijes® 2% 169 159
Non-US Semiconductor Companies 7% 2% 189,
Established US Semiconductor

companies® - 309 165
New US companies 399 459 51¢

. Major Process Innovations (number) = 10 11 15

of which percentage by

Western Electric (i.e, Bell Labs) 44 % 509 -
US Established Electrical Com-

panies 229 189 7%
Non-US Companies 11% - 9%
Established US Semiconductor

Companigst® = 23y 7%
New US Companies 23% 9% 369,
Materials and equipment producers - - 21%

. Total Semiconductor Innovations
(number) : 29 34 39
of which percentage by

Western Electric (i.e. Bell Labs) 339% 219 -
US Established Electrical Companies 269 165 89
Non-US Companies 9% 2% 249,
Established US Semiconductor

Companies - 27% 4
New US Companies 329 4% 1 48y
Materials and Equipment Producers ~ R 12%

{a

(b}
(c}

The percentages by type of company are calculated on the total of innovation
whose origin is known. Those innovations which imply both a new process
and a mew product are double counted. When more than one firm is
responsibie for the same innovation, each firm is attributed the correspond-
g fraction of one. Magnetic Bubbles are included in the 196271 period,
while SOS is considered in the period 19728
General Electric, RCA, Sylvania and Philco.

This group stands for those companies which entered semiconductor
manufacturing in the previous period and established themselves as major
producers with significant R & D activities. In the group we included Texas
Instruments, IBM, Fairchiid, Motorola, for the periods 196271 and 1972-8.

Source As Table 2.1.

.- Trends.in Innovation and its. Detérminants -

Tasre 2.4 . Patents granted in:the USA in semiconductors and related devi_c-es,— by
o - country -and by company .

A. Patents by country — Semiconductor-related processes and products®.

Yeor : 196371 . 1972-8
Total patents {number) 18883 14172
US-origin (number) : ' 49250 - 9466
Foreign origin (number) - _ J3958 . ¢ 4706 -
of .which.(in percentage) - S s
Japan L : 23% 433%
W. Gerthany _ L 2567, 209
United Kingdom o ' 194507 9.9%
Netherlands -~ - 9.0% E A
France o : - 13% - 6.857"
Capada . 439% - .299%.
Switzerland . _ 369 2.8%
Ialy _ 12% 1.5%

B. Patents by company®® .- Percentages of selected semiconductor-related

patents :
Year Pre-1971 19728
i) IBM X - 7.5
2} RCA : . 4.7 5.8
3) Western Electric 6.5 5.0
4) Texas Instrzments . 54 44
5) General Electric 4.5 43
6} Hitachi 1.6 4.1
7) Motorola EAL 4.0
8) Philips US 3.1 3.7
9) US Military and Space Agencies {Airforce,
Navy, Army, NASA} 5.6 3.7
10} Siemens 2.5 34
11) Westinghouse 38 2.2
12} Matsushita 1.2 1.6
13) Sony 0.5 15
14} Toshiba 0.3 1.3
15} ITT and Standard Electric 2.2 1.2
16} Hughes Aircraft 1.5 1.2
17} Nippon Electric 1.4 1.2
18) Honeywell 1.5 1.1
19} Fairchild 1.0 1.1
20) Signetics 6.3 1.0
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again the-example of Bell Laboratories: vis-d-vis an estimated-cumutat-
ive expenditure (1945--64) of $57 million, Western Electric received
around $3 million in royalty payments and $2.6 million worth of cross-
licence benefits.®* These features of research relate to what in the
literature are called ‘externalities’. Fundamental research induces a ‘fall-
out’ upon the innovating industry which is not entirely appropriable by
the innovator. This appears to be a relatively general feature of that kind
of research which is not strictly finalised to commercial applications. In
the particular case of Bell-Western Electric, the lack of appropriability
was greatly increased by the Consent Decree of 1956, settling an anti-
trust case again AT & T: the latter was allowed to manufacture
semiconductors for in-house use only and had to makc aVaiiable,
royalty-free, all its semiconductor patents acquired before 1956 to all
American firms, and post-1956 patents at moderate fees.

Throughout the history of semiconductors, an overwhelming per-
centage of basic research in the USA has been undertaken by Bell
Laboratories and — in the sixties and seventies — by IBM (see Table 2.5).

Itis clearly difficult to draw a sharp line between *basic’ and ‘applied’
research. In any case, that kind of research which is notdirectly finalised
to a specific and immediate economic objective appears to create the
most conducive environment for, and to increase the probability of
major technological breakthroughs. This is particularly important when
there are several potential technological paradigms. Its permanent role,
however, should not be underestimated even when technical progress
seems to follow ‘normal’ and defined patterns. That kind of far-reaching
research provides an important source of possible major advances
and/or new technologies and new technological trajectories.

In the fifties and early sixties, there certainly were in Europe
institutions and companies with a scientific and technological level

Fait

Notes to Table 2.4 :

@ It is important to note that the patents cover a wider area than the
technologies actually applied in semiconductor products and processes, 50
that, for example, diffiusion technigues are likely to be included even if they
are not applied to semiconductor manufacturing, etc.

® The percentages cover a sample of 7,647 patents granted between 1963 and
1971 “éhose application occurred after 1963 and 13,643 patents in the period
1972-8.

Source ad hoc report prepared by the Office of Technology Assessment and
Forecast (OTAF) of the US Dept. of Commerce.
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‘Tase -2.5 -~ Basic research by major contributor and total R & D, US4,

. 1972 (millions of dollars)
. Bell Laboratories - ' ' 15
RCA : 4
_ Texas Instruments .. - . 2
. Others (GE, Fairchild, ete.). . %2_
- ‘FTotal Basic Research . 36
~Total R & D performed by the industry (Beil and IBM 136

-excluded)

Source  Finan (1975, p. 38).

comparable with the American counterparts. Differences, however,
were also considerable.

First, the companies able to undertake such uncertain and sometimes
apparently unprofitable efforts were fewer in Europe than in the USA: in

terms of size only Siemens and Philips could compare with the biggest

American companies. Other companies, big by European standards,
involved in the field were: in the UK, AEL GEC, Marconi, Lucas,
Plessey;®* AEG and Telefunken (later merged) in Germany; Thomson--
Huston, and CSF (which were to form CSF—Thomson Huston) and
CGE in France; Olivetti in Italy (who entered the field later with the
partly owned SGS). The number and size of the companies has a
relevance, especially when the rate of technical change is high and the
patterns of technological development are not yet well established.
When there are several possible directions of development it seems
important to pursue most of them —if a national industry wants to keep
pace with innovations, or even to be a quick imitator, Other things being
equal, a consistent number of big, and some very big, firms have
represented a powerful structural factor which has contributed to the
different technological capabilities of western industrial countries.

Second, another factor, related to firms’ size, is the minimum R & D
threshold®® which allows technological innovation (and also imitation).
In serniconductors, that threshold has not been historically very high in
terms of fixed capital equipment, but very consistent in terms of number
and qualifications of scientists, engineers, technicians and in terms of
financial outlets devoted to research projects, several of which are bound
not to be profitable. '
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Third, European countries lacked big ‘coupling’ institutions such as
Bell Laboratories, Moreover, the' ‘distance’ between universities or
government laboratories, on the one hand, and private enterprise, on the
other hand, undoubtedly provided a stumbling block for a quick
transformation of scientific discovery into commercial production.

Whenever 2 radically new science-based technology is emerging, there
are crucial mechanisms for the selection and translation ‘of ‘scientific
knowledge into feasible technological paths of application. All the
institutions mentioned above (‘coupling’ research laboratories such as
Bell, public research laboratories, R & D departments of big companies
alsc involved in fundamental research) contributed to the selection of
the range of possible economic applications of pure science. .

The mentioned structural differences between the two sides of the
Atlantic help in explaining some of the different developments of the
semiconductor industry in the USA and Europe (we shall discuss below
also the case of Japan). Institutional differences sternming from the
different roles of governments are another crucial part-of the expla-
nation. Before analysing them in detail, however, it may be helpful
to provide an overall picture of the actual directions of technical
progress together with the technological and economic dimensions
through which that progress can be measured. '

The Dimensions of Technical Progress and the Technological
Frontier ' . .

From the first discovery of the transistor upto the present time, the
pattern of technical change which emerged can be described in terms of
some technological and: economic dimensions which represent, as it
were, the co-ordinates of an' n—dimensional space, wherein technical
change can be described as an oriented movement of a'line (or more
precisely a surface) through time. : Lo

The directions of progress have been:

Y. Increasing miniaturisation —this, in the era of integrated circuits is a
function of increasing density, i.e. increasing number of components
on a single chip. ' '

2. Increasing speed

3. Increasing reliability

4. Decreasing costs

One must add to these fundamental dimensions other important
parameters such as heat immunity, dispersion, energy consumption,

- . Trends in-Innovation andits Deteirninants 39

frequency range, maximum allowable-power charge, and  noise

‘immunity.

Figures 2.2, 2.3 and 24 —taken from the already mentioned
thorough analysis of technology indicators by the Futures Group
(Gordon and Munson, 1981) ~ illustrate the pattern of progress. ‘

Technical change along this path has always beer% paralie}, w'n:h
respect to demand, to the extension of the range of poss-lbile apphcanqn
of semiconductors; i terms of both substitution for existing electronic
and electromechanical devices andin terms of new ‘pervasiveness’
(capability of finding new applications).5® :

Technical progress in semiconductors deeply affected do.wnstream
sectors which utilise them. In the computer sector in partlcuiar' the
dimensions of the trajectory of progress can be for 2 good part identified
with those characterising semiconductors.®’ :

SMALL-SCALE  MEDIUM.SCALE LARGE-SCALE

357144 INTEGRATION INTEGRATION INTEGRATION
(262K) E
DEVICE MEMORY
65,536
(65K)
16,384
e (16K)
é 4,096
£ @K
=)
21,024
@ (1K)
5 FOUR-BIT TRANSISTOR-
g 26 TRANSISTOR
S LOGIC COUNTER
g 64
16
4
1
1959 1964 1969 1974 1979

Ficure 2.2 The number of components per chip

Source Gordon and Munson {1981, p. 104).
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Sourer  Gordon and Munson (1981, p. 106),

We already explained how a technological trajectory ¢or a ciush;r of
contiguous trajectories) can define a technological frontier 58 By that we
mean the highest (or lowest, according to the direction of change) values
of the above technological parameters achieved at any point in time,
together with the highest levels of knowledge, experience, expertise,
design and manufacturing capabilities. At the beginning of the history of
semiconductors (and probably at the beginning of most industries,
subsectors and products), most of the factors affecting the position of
countries and companies vis-g-vis the ‘frontier is relatively disembodied
from fixed equipment and embodied in ‘people’®® and organisations.
This fact is quite well recognised also in ‘technology gap’ and product

. Trends in Innovation-and its Deteriminants - - 41
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Source Gordon and Munson (1981, p. 107)..

cycle theories of trade, and we shall come back to it below. :

The process of innovation and ‘technological search’ in the fifties and
early sixties led progressively to fairly stable patterns (trajectories) of
technological development. The same process of establishment of these
patterns of change was strongly connected with the establishment of the
American lead: at the end of the process (and until the eighties) the US
semiconductor industry emerged as the only one ‘on the frontier’.

It is useful 1o analyse the factors which led to this outcome and the
dynamics through which it emerged. Some initial structural differences
between Europe and the USA have already been mentioned. We shall
now examine other institutional factors and in particular the role of
public institutions.

The Emergence of an American Lead: The Impact of
Public Pregrammes :

Let us first recall the distinction between the introduction of innovations
and diffusion of the latter throughout the industry. The two processes are
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certainly overlapping: diffusion-generally implies further innovations
and improvements.’® For .the present context, however, the logical
distinction between the two maintains a heuristic validity: although the
position of a national industry with respect to ‘the technological
frontier’ refers to both aspects, we have to deal separately with the
introduction of the innovations and their diffusion.

Furthermore, we already know that most innovations were intro-
duced by large, well-established firms, aithough newcomers were mainly
responsible for their diffusion. The significant number of new firms
which appeared in the fifties and sixties were mainly accounted for by
‘spin-offs’ of scientists and managers from established firms, or from ex-
spin-offs which had grown big.”* It is also well recognised that, at the
beginning of their history, new companies were responsible for propor-
tionally low R & D efforts and a low innovative output {either measured
in terms of patents or in terms of major innovations).”? These facts
highlight the weakness of thai interpretation which points at these
frequent spin-offs (and therefore of easy entry in the industry) as one of
the main causes of differential performance between Europe and the
USA™ In our view, spin-offs have become possible because the
American industry as a whole was already on the technological frontier:
scientists and managers, in leaving their previous companies, were doing
so in order to exploit commercially on their own the cumulated
experience of previous research, successes and failures acquired in
established research laboratories and institutions, or in their previous
companies.’* - C o .

We must wonder, first of all, why an overwhelming percentage of
innovations has occurred in the USA. Two reasons, which are
important, have already been mentioned, namely the smaller amount of
high-uncertainty, f{ar-reaching research undertaken in big European
companies, due to their relative smaller size, and the absence of
significant ‘bridging’ institutions (between pure and applied science) like
Bell Laboratories. Those two factors probably accounted for fewer
‘directions’ of investigation and smaller advances, and a lower amount
of cumulated experience and knowledge even on the directions which
were investigated. There seem to be powerful additional factors, however.

First. let us consider the role of the military. As early as 1952, the US
miluary gained interest in the possible applications of transistors as a
substitute for valves, interesied, as it was, in smaller size, smaller weight
and increased reliability. Since then. nobody denies that the impact of
the military on research and demand has been great, although there is
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not a comparable agreement on its ultimate affects. Table 2.6 illustraies
the impact of military and, generally, public procurement policies on
total demand. The percentage on total demand, either calculated in
terms of direct purchases or direct and indirect ones (semiconductor
inputs in purchased military equipment), reached a peak in 1959-60,75
and then declined untii 1973 4. In the second half of the 1970s it moved
upward again to the same proportion as at the turn of the decade,
An exact evaluation of government contribution to R & D is much
more difficult: in the early fifties total government support of R & D,
products’ improvements, and contributions to the expansion of pro-
ductive capacity for defence purposes ranged between $4 and $8 million
a year {National Science Foundation, 1963}. Tabie 2.7 shows the total
government contribution to R & D and refinement projects for the
period 195561, To those figures one should add the amounts devolved
indirectly (through other projects invoiving semiconductors), as well as
direct expenditures by the military on semiconductor projects in their
own laboratories. The quoted figures of R & D contributions, however,
accounted for 25 per cent of total firm-performed R & D in 1958 and for
23 percent in 1959 (Tilton, 1971, p. 93). Exact figures for the following
period, as far as we know, are not available, but the order of magnitude
can be roughly reconstructed. According to the figures provided by
Linvill and Lester Logan (1977), over the period 1958-74 the
total government contribution to R & D has been $930 million which
compares with privately funded R & D of $1200 million, i.e, an average
publicly financed amount of 44 per cent. Furthermore, we know that
military (and, generally, public) involvement reached a peak in the mid-
sixties, related to the Minuteman II missile project and the Apolic
project. On the hypothesis of an average R & D expenditure by the
industry of around 10 per cent of sales’ and a proportion of
government-financed R & D of around 60 per cent, we get an estimate of
around $80 mitlion per year for the mid-sixties. Adding the financial
contribution to the expansion of production facilities for military
related products, we might easily get a figure well above $100 million
per year. By comparison the UK total public financed R & D
expenditure (both to private firms and to public laboratories and
universities) in 1968 was £3.35 million, and the share direcied to firms
was £1.45 million.”” In the USA, since the mid-sixties, government-
financed R & D has declined, both in percentage of total R & D
performed and in absolute real terms.”® A renewed interest in military
orienied R & D led in 1978-9 to a plan called VHSI (Very High Speed
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Taste 2.6 USA: Estimates of .military and direct- goverriment. demand for
semiconductors and integrated circuits, 1965—78, and. 1979 VHS} plan.

American
Direct public  Federal government  military " Military
procurement procurements demand demand
% of total o of total (direct & Jor ICs ay
production industry indirect) as % of total
Year by value $m.  shipments  ° of shipmems shipments
4 2 3 4 5
1955 38
1956 . 36
1957 36
1958 39
1959 . 45 )
1960 48 50
1961 39 .
1962 S © 100
1963 35 2131 355 94
1964 - 28 85
1965 28 193.6 220 72
19_66 27 2544 . 241 30 53
1967 27 296.8 276 43
1968 25 273 230 : 37
1969 246.5 i6.9
1970 L 2749 206
1971 . 1929 .. 12,7
1972 228.1 .9 24
1973 2014 5.8
1974 - 217.0 137
1975 15.0
1976 : 117
1977 . ©o123
1978 4370 an - 9.0

197984 VHSI Plan and related milisary projects: estimateds$150-200 m
subsidies and contracts

MNotes aNp SoURCES

Column 1 Tilton (1971), estimated on the basis of US Department of
Commerce, BDSA, Electronic Components and Related Data, and Shipments of
Selected  Electronic  Components, various years; Electronic Industry
Association, Electronic fndustry Yearbook, 1969. (The figures include
Department of Defence, Atomic Energy Commmission, CIA, Federal Aviation
Agency, National Aeronautical and Space Administration).

Columns 2 and 3 US Bureau of the Census, Current Industrial Report: Shipments
of Defence-Oriented Industries, various years; except 1974 and 1978 in column 2:
Electronic Times, 14 December 1978,
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TasLe 2.7 . US Government contribution 1o firms. for RE&D and. refinement
. - projects . . - :

1955 1956 1957 1958 1959 1960 1961

R&D 12 41 38 40 63 68 110
Production refinement 49 : 148 S22 10 1123

Total : ' 81 189 43 6.1 13 079 135

Source BDSA. Semiiconductors: US Production and Trade, 1961, quoted in
- Tilton (1971). - T : B

Integration), introduced by the Pentagon in 1980 and involving around
3200 million.”™ : : S

Military Policies, Innovatiors, Industrial Dynamism

The long-run effect of the military sector upon technical change and
patterns of growth is, generally speaking, quite controversial. We have
been implicitly suggesting above that military R & D-procurement
policies. were an important factor in enhancing US innovativeness in

semiconductors. On- the other hand, there is sufficient evidence that

time-lags between military and civilian applications of an innovation are
often extremely long.®® Even more important, a military-based econ-
omic system may induce a process of ‘ossification’ of the industrial
structure.®! The apparent contradiction may find an explanation in the
light of the model suggested above. The ‘military trajectory’ of technical
change may or may not be similar to the ‘civilian trajectory’ (i.e. that
pattern of technical change which emerges as the dominant one in the
proper market sector of the industry). Only the former case may allow a
positive impact of lato sensu military policies, upon non-military

Notes anp Sovrces of Table 2.6 (Contd.) )
Column 4 1960: Finan (1975); 1966: OECD (1968); 1972: J. P. Ferguson
Associates estimates, quoted in Finan (1975). (Figures for.all three years include
semiconductor inputs in government purchase of military equipment.)
Column (5) See Notes and Sources for Column 1 except 1974—78: United
States International Trade Commission (1979). (This source incliasdes all
government purchases.)
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innovativeness. In“the opposite case, a military-based ¢conomy may
indeed contribute to that paralysis of industrial dynamics which has
been suggested by M. Kaldor (1978). '

The almost total coincidence in semiconductors, over a long period of
time (at least during the fifties and the sixties), between the military
pattern of technical change and the civilian pattern cannot be general-
ised to other industries. Bearing this in mind we may analyse the set-of
military--related policies, -~ ' :

First, it appears that the procurement policy resulted not only in
increasing competitiveness, for a given flow of iinnovations, but it
probably alse contributed to induce and shape the direction of the
innovative process itself, _

The selection process between possible trajectories of technological
advance was heavily influenced by military requirements. Most -of the
features that we attributed to the established pattern of innovation ~a
trend towards miniaturisation, reliability, lower energy dispersion,
wider range of frequency and, later; with ICs, increased complexity of
the performed functions —corresponded almost precisely with the
requiremnents of military demand. This coincidence was missing with
respect to only one “dimension’: steadily decreasing unit-costs are one of
the basic conditions for the expansion of non:military markets while
they are much less relevant in public purchases. Two factors, ‘however,
operated in this direction too: first. interrelated product and process
innovations, which allowed increased complexity, miniaturisation,
reliability, etc. at the same time happened to lower unit costs; second, the
so-called learning effect affected unit costs as the volume of production
increased (see also below, Chapter 3). : o

Since ‘yields’ (the percentage of reliable devices on tota] output) are
proportional to the cumulated volume of output, a mass military-demand
allowed o go further on the learning curve. Furthermore, devices
which .are unsatisfactory by military standards might be perfectly
acceptable in -other non-military applications. Military procure-
ment contracts are generally agreed on a cost-plus basis (accounting
for total costsy, thus public procurement results in a cross-
subsidisation on non-military purchases. Finally, innovations which
could find military applications might have faced a shorier pay-back
period on the cost of the innovation itself, given the mentioned cost-
plus nature of public contracts (which include also provisions for
development costs).

It should be noted that military demand involves a very high degree of
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technological . determinateness,. - generally - specifying: the - functions
required from the products, and-also the technological: features of the
products themselves. As we have been arguing previously this plays.an
important part in the troublesome emergence of new-technologies. -,
A priorinothing can guarantee the coincidence between the military
and :the civilian - trajectories. The former is in many respects an
‘autonomous’ factor,-depending on political and military choices; the
latter relates to the technical requirements of civilian users-and depends

‘on the existence :of some.-actual or potential —markets.-There is no

guarantee that the patterns.of technical innovation defined in the two
sectors will continue to coincide in thedongrun. There is some-evidence,
in fact, that a significant divergence has begun to emergein the seventies;
the military-demanding almost absolute reliability; miniaturisation near
the limits of semiconductor technology and immunity at rather extreme
envirenmental conditions, and the civilian market requiring further cost
decreases, extension -of applications and functions.®? These are, how-
ever, relatively recent trends after the establishment of precise directions
of technical changes. In their emergence, the military had a decisive part
indeed. It is imporiant to analyse how this ‘military lead’ operates.
First, military procurements guarantee a market for any innovation
which satisfies military requirements. Therefore it considerably reduces the
uncertainty associated with the innovative process (if the latter occurs
towards the required directions). It must also be noticed that both the
relative and absolute sizes of military demand are important since the
cost of innovating is generally less than proportional to the expected
sales. Furthermore military demand is generally concentrated on the
technologically most advanced 'produéts. Thus its same existence can
operate as an incentive to innovate. '
Second, R & D subsidies —as we saw - had been quite substantial.
Their effectiveness, however, is more questionable. The evidence
suggests that military R & D projects have recorded an impressive

number of failures.®* Moreover, most of the important innovations

occurred in privately sponsored R & D projects. Data suggests that the
R & D cost per patent received has been much higher in military
sponsored projects than in company-financed ones.?* On the other
hand, in a period when uncertainty about patterns of technical change is
very high, inventive and innovative activities often follow trial-and-
error procedures. The positive role of failures should not be under-

estimated, ) .
In many cases, the failure of military R & D projects was due to their
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backwardness vis-g-vis the ‘state-of-the-art’(e.g. most of the projecis on
miniaturisation) or, in-some other cases, to the fact that they followed
viable but'more expensive and less'promising directions of research {as
in the ‘molecular electronics’ project).-It is also true that the entire
semiconductor industry . capitalised on these failures, -adding 1o its
experience and its knowledge of the potential technological trajectories
{(including those where a-technological advance was not feasible or not
profitable). To be fair, we need to mention also the successful military R
& D projects, like the support given to Texas Instruments for.the further
development-of silicon transistors and the Air Force project: on ICs,
again with TI{paraliel to'the alternative and more ambitious ‘molecular
electronics™ project awarded to Westinghouse®%), i :

Third, the ‘military pursued a- deliberate policy ‘of -expansion of
productive’ capacity, especially in the late fifties ‘and carly sixties,®®
which probabiy stimulated the search for new applications and markets.
(The effect of :this policy on prices will be-examined in Chapter 3).-

To summarise, military (and space) programmes affected both the
supply and the demand side of the semiconductor industry. On the
supply side they provided: SR o

1. An impetus towards precisely defined technological directions and
areas in which to allocate R & D efforts. It is worth stressing the non-
market nature of those ‘demands’™®” and their ‘determinateness’.

2. The incentive towards and the direct financial support of the
exploration of possibly different aliernative paths of technical
change —especially when precise trajectories were not yet well defined
and there was what one could call the burden of the first comer (iogéfh’cr,
of course, with the rewards for the first comer). This burden, caused
by attemnpts at trying and testing a number of possible areas of
advance (which is much greater than. that required from
imitation) has been, partly, undertaken by public instituiions
(military and space agencies). We are not arguing that this is the only
way to promote innovations at the uncertzin beginning of an
industry and not even that it is the most efficient one Simply,
those tasks are very important and the private business sector might
often underinvesr in them. '

3. The speeding up of technical progress at what we could define as the
‘maximum rate’ compatible with the existing knowledge, technology.
and experience.

4. The subsidy to expand productive capacity to certain target levels
considered necessary for national defence requirements. That meant
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. that the industry was somehow *forced’ to find-additional sources.of
.demand for an exogenously determined productive capacity.
5. A push towards standardisation of production.®® ... . .
6. The lowering .of entry barriers for new firms which could find .a

market with low ‘cost of access’.5?

On the démand side, public policies resulted in: 4

7. A guarantee of a future market for any innovation corresponding to

- the required. technological features. This occurred both -implicitly

- (every firm knew that there was a market for such a device), and

explicitly, through development and procurement contraets. As a
consequence public-assured demand played a risk-taking role.-

8. The expansion of demand, with associated powerful learning effects
upon.productivity-and unit costs. o T

9. (Possibly) a subsidy element. involved in public contracts: which
helped to cover fixed costs (such as R & D) that would otherwise have
fallen upon civilian sales. : o

The policies of procurement, R & D financing, and explicit indication of
the required direction of technological advance, together, operated as a
widespread and finalised allocative mechanism of both productive and
research efforts. -

A Conducive Environment for Diffusion: The American Market

One of the conclusions of our argument is that public (especially military
and space) policies in the fifties and early sixties operated ~to putitina
somewhat extreme form — as a powerful planning authority which had a
major role in shaping the directions of technical change and in
determination of a technological frontier for the industry. In passing, we
must mentjon that this view is not particularly popular within the
industry and among the students of it. It is not very surprising: it often
happens that thie context conditions of some action or achievement are
fess visible than the immediate causes, even if the former are a necessary
condition for the latter.

One must not underestimate the role of the US market as a very
conducive environment for a swift diffusion and commercial exploi-
tation of inventions/innovations and as a powerful incentive to further

technical progress.
Qur thesis, however, is that the market environment was particularly
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conducive because the American industry as‘a whole was gstablishing
and reinforcing its technological lead {it-being on' the ‘technological
frontier). The relationship - between “innovative ‘leadership ‘and a
favourable market environment produced “virtuous circlé™ conditions
Among the features of a very conducive environment are: the mobility oé‘
scientists ‘arfd eggineers;- the availability of venture capital; and the size
::c; 3322:3;;&3; :Zrt?f the ,ﬁ&.mc.nca.n marl.(.e.t.‘:” Sqr:ne Fl:“aliﬁffftiqrf?_ must
' First; mobility of scientists, managers, etc.; other things being egual
is }_)rpportionai to the quantity of advanced knowledge they embody 'Ali
thisis very obvious, but it must be remémbered that'it makesa giffe erénce
bct\r__.'eer'a:decidin'g' to'leave, say, Bell Labs and establish a new company
producing ‘a new innovative device or, ‘on the contrary; leaving a
Eu::opean company in order to produce something ‘which -is’ already
avaiia'bie (probabiy ‘2t better quality and lower cost) frofm some
Am.er:can-' company. In other words, the reason why people do not
rediscover the wheel and exploit their innovation through a“new
company rests ?n the fact that the wheel has alteady been discovered and
not in the particular institutional nature of the various wheel markets
Second, similar arguments apply to the availability of venture c'apiial;

a necessary condition for the latter (even if not a sufficient one).is a
reasonat?ly high expectation of success for the new companies. This
expectation depends also on the technological level of the company
concerned. - ’

Third, an hypothesis of strict dependence of the technoiogica'i E.evels
and c?ynarmcs of a country upon the nature.of its markets is high]
quesnonat_nle. On theoretical grounds, the above 'critique of demén&-)f
pull theories undermines the basic transmission mechanism between
ma_xrket ‘signalling’ and technical change. On empir'ical grounds, the
evnde{;r;e we have presented on the ways publié intervention affécted
technical char_lgc is hardly consistent with any in_ter'p'fe'lation of the
successful American innovative performance in terms of ‘the magic of
the mgrket place’. Public intervention did not only affect productive
capacity, size of the market and entry conditions, but —even more
important —induced a huge accumulation of krzowleci’qe directly aimed
at technological innovation in very definite directioz-ls!and influenced
greatly these particular directions (the ‘trajectories’) where tech-
nological progress had to be pushed. In so doing, it hei'ped to define a
‘[echnoiogical Jfrontier on which, by the early 1960s, the American
industry was firmly placed. . '

It should be clear that we do not intend to argue that this result was an
effect of the military policies as such (together with the other conditions
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listed -above, such as the existence .of several big risk-taking ‘corpor-

ations; the presence of *bridging institutions’ like Bell Labs, etc.). On the

‘contrary, the fact that this resuit 'was achieved through military-finalised

policies probably implied comparatively higher economic costs (even
leaving-aside any social and political judgement), and bigger difficulties

and ‘frictions’in diffusing the technical advances from the military to the

civiian market.®! ‘The point is that the tesult (the definition of
established patterns of technical changé and of an ever-moving tech-
nological frontier) was partly achieved through a non-market inechan-
1sm, which pushed the accumulation of knowledge in precise directions,
while making the innovative process profitable in' these same chosen
directions: thus, it acted as an allocative mechanism affecting R & Dand
investment decisions of individual firms and determining the pace of
technical progress. The'actual market mechanisms acted.contextually as
powerful forces in the diffusion of innovation, knowledge and ex-
perience throughout the industry, in further shortening the time-lag
between inventions and innovations and in providing the incentive for a
‘very high private commitment to innovation. Several successful spin-
offs from established firms succeeded-in transforming very quickly
(quicker than established firms} inventions and technical experience, etc.
intoc new marketable devices, Public policies also had a role in the
process of diffusion. First, in assuring 2 market for the most advanced
products, and aiso by decreasing the risk faced by new entrants
(generally innovative spin-off firms). Secondly, through the requirement
of second-sourcing (i.¢. at least two companies had to produce the same
device), they accelerated the diffusion of ‘state-of-the-art’ technology
throughout the industry. Finally, the consent degree ending the anti-
trustcase, US Government versus AT & T, actually forced Bell Labs to
disseminate their patents and technology through the entire industry %2
As the industry became more established, its technological features
more defined, its patterns of technical change clearer, the institutional
planning role of military policies decreased: technical change got its own
momentum, while civilian markets expanded in size and in number,
Once a clear trajectory of technical change had emerged, the process of
generation of technical change became relatively more endogenous to the
‘normal’ competifive process between firms and to the interaction
between semiconductor producers and components users. {(We shall
return to the interaction between innovation and dynamic competitive
processes in the next chapter.)
At the end of the sixties, a decade after the development of Integrated
Circuits, and contextual to the growth of large civilian markets
{computers, professional instruments, industrial and consumer elec-
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trgnics),-xr_xilitary and civilian technological trajectories began to diverge
slightly. Since in ICs the design of the circnits became very.imporiém
and was sometimes customised, function and performance requirements
qf rpllntary and commercial users did not necessarily coincide,. %% In the
sixties, however, as already mentioned, innovative dynamics achieved
more staple patterns. Moreover, a similar process of stabilisation of ihc
trajectories of technical change in semiconductof-using sectors in-
creased the technological determinateness of the reiationship between
producers.and users of semiconductors.®* o . L
Befgre' analysing the new features of the innovati've process in the
Seventigs, we must explain the differential conditions between the USA
Europe and Japan. s T o ’
2.5 THE USA, EUROPE, JAPAN: EXPLAINING THE
DYNAMICS OF TECHNOLOGICAL LEADS AND LAGS

What happened in the late fifties and sixties in the USA js -extremely
mmportant, because that was a time when 2 definite technological
frox.ltler. was established, assisted, as analysed above, by the co-
ordinating and planning mechanism provided implicitly by pubiic
(especially military) policieés. At the end of that ‘process, a much
sq_e_ngthened American technological fead emerged. The ﬁfties’ and ear}

sixties are of central relevance also in determining the relative perform}f
ance of the European semiconductor industry vis-g-vis the American
one, :

We shall assess the causes and processes which led to-this resuit. The
Japanese experience will be used continuously as a ‘control case’ to
check xh§ applicability of our conclusions.? For analytical purpoées we
shall mau_nain the differences between (a) production of innovation
_technc_;logxcai advances, etc., (b) their commercial exploitation {c)--ihei;
Intra-industrial diffusion. The process that we have been*analy;in g with
respect to t.he American industry was focused on the first aspect —the
determination of an ever-moving technological frontier. and the
correlated Amer-ican technological leadership. In doingthat, 11echnoiogy
hgs been recognised as a complex body of knowledge ranging from pure
science 1o manufacturing expertise, which is difficult 1o transfer, and
which can be ‘accumulated’ over time through expensive efforts :‘.riais
and errors, }atc. Moreover, on the American scene; through the‘ﬁfties
:'md eaffy s:?(tie_s the main identifiable subjects of this process were
bordq nstitutions like Bell Labs, large electrical companies, public
agencies such as the military. and new very dynamic companiesj % This
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interplay induced. a rapid generation of :technical knowledge and an
outstandingly successful economic exploitation of it.

The Eurcpean Scene

Some structural differences in the starting points between Europe and
the USA have already been mentioned (relative size of big electrical
firms, the absence of something comparable with Bell Labs, etc.). We
will try now to point to some similarities and differences in the process of
technological advance between the two sides of the Atlantic:

1. Big European companies entered the semiconductor field at different
times, with different technological capabilities to begin with and
‘devoting different financial-and technical resources.®” This aspect
contributes 1o an explanation of the differences in the téchnological
levels acquired by the various national industries. Some firms entered
very soon: notably Philips and Siemens,?® but there were also some
British firms, for example, AEI and Ferranti (although they generally
confined themselves to special applications).

2. Those companies entering the field generally focused on the ‘tech-
nological directions’ and applications in wh_fch they were already
operating. Since most of these big companies were deeply involved in
consumer electronic (Philips) and electrical engineering (Siemens,
AE]L, etc.), the result has been a much greater stress on technological
advances fitting those applications, and a relative neglect of military
and computer-related applications, where the greatest technical
advances were being made. :

3. The outcome (in each country and in the whole of Europe) was that
fewer possible technological directions were explored and even in
some of these, the progress was slower than in the USA (if we

. consider the industry as a whole), Nonetheless, in the selected fields a
few companies managed to be very near the technological frontier
{especially Philips and Siemens), in the areas of consumers’ elec-
tronics applications®® and in power devices. Taking a -general
overview of the European industries in the fifties and early sixties, we
could say that they were generally following a pattern of rech-
nological imitarion with a significant but not increasing time-lag vis-d-
vis American innovations, Table 2.8 shows the average time-lag for
each country.

1t must be noticed that all the innovations but one refer to discrete
devices and, furthersnore, that the first European introduction may
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Taste 2.8 Average lag in first. commercial production, by .~

- country 195163

Country Average lag (in years)
UK a 1.9
. b 2.2
Germany 2 2.7
b 27
France b 28
haly a 38
Japan b 2.5

a. Source Freeman (1974, p. 64), It covers 13 innovations first
introduced over the period 1951 -60 (innovations previouste
transistor are excluded from the calculation), ., -

b. Source Tilton (1971, pp. 25-7). It covers 13 innovations first
introduced in the period 1951 -63. o

Notes -

L. The sets of innovation in a. and b., although similar, do not
coincide. . A

2. One innovation in Tilton’s sample was first introduced in
Japan (tunnel diode) and the American lag was one year; and
one inovation in Freeman’s sample was first introduced in
UK (germaniurn rectifier). The Italian average lag refers 1o
only 9 innovations and the German- one (in Freeman’s
sample) to 10 innovations. _ . .

3. The original sources.are: Patterns and Problems of Technical
Innovation in American Industry, Report to National Science
Foundation, US Dept. of Commerce, 1963; interviews by’
C. Freeman, T. Golding and J, Tilton.

have been undertaken by a European subsidiary of an American
firm. There are a few innovations which are crucial in the subsequent
history of semiconductor technology and which contributed to two
very different developments of the industry in the USA and Europe.
Among them, there appear to be silicon transistor, the integrated
circuit and the MOS integrated circuit: these are precisely the fields of
inquiry which were neglected in Europe. and, on the contrary,
forcefully stimulated in the USA by the military innovation policies.
Now, with hindsight, we recognise them as the most promising and
far-reaching ones. .

In the USA one industrial sector which benefited the most and more
directly from the strive towards miniaturisation, increased speed and

.. Trends in Innovation and.its Determinants : .55

- greater reliability was the computer industry.!°° We can see at wprk
“there . virtuous circle in which exogenously. stimulated technical
_advances found a. growing.commercial market which, on its side,
_ represented the ground, the incentive and the stimuii for .-fuxfther
.. innovations. In Europe,. again with hindsight, we notice the origin of
.a 'some_what vicious circle, in which one of the reasons for weakness
.. -of '.compu_ter'manufacturers was the European lag in components,
and, conversely, the relatively small size of the computer sector failed
to étimu-late technical progress in semiconductors towards _the_most
_ promising directions. _ : Sl
With the advent ‘of ICs (which were generally silicon made, on planar
technology), there is evidence that the European lag _increa'sed' con-
siderably (reaching in some cases several 'years).:Although we cannot
provide exact figures, Table 2.9 tries to give a picture of 'the maximum
and minimum lag in first commercial production by European com-
panies for the most recent years. : '

Tabre 2.9 Lags in first commercial production in Europeans industry by cluss of
R products and technology, 1970-80

Lag {in years)
{ Estimated minimum

Clasi of products and technologies and maximum lags)

Anajog ICs 0/2
Digital ICs (other than MOS) 0/3

MOS ICs {incl MPL) and memories 2/4

@ European stands for European-owned and it excludes also European-owned
firms located in the USA,
Sources Interviews

The qualitative evidence we obtained from interviews suggests that the
average lag is somewhat nearer o the maximum value of the ranges
shown in that Table. Furthermore, the lag is higher in the newer a_nd
fastest growi'ng products and technologies: among them MOS in-
tegrated circuits and microprocessors,

Environment and Behaviours: Structural C_onstraints and
Strategic Degrees of Freedom

The points we have just made hint at some wider questions. which we
shall discuss in the next chapter. It is worth mentioning them in order to
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acquire a deeper understanding of the factors which produced the
relative European weakness in semiconductor technology. One may ask:
Is that historically due to wrong choices (or wrong strategies) on the part
of European companies? Or is it, on the contrary, determined by binding
environmental constraints? The stylised facts suggested above contain a
bit of both. We need, therefore, to make the interpretative model
explicit. Companies (especially big companies endowed with a strong
technological base-and wide financial resources) enjoy some degree of
freedom in the determination of their innovation and imitation
strategies within constraints which do not only define the boundaries of
the set of possible strategies but also tend’ to ‘pull’ .companies’
behaviours in defined directions {through different expected -profit-
abilities, market perspectives, degrees of uncertainty). .

Note that this is a quite different problem from that of maximisation
of some objective variable which is given such an overwhelmmg
importance in textbook microeconomics. As we shall see at greater
length in the next chapter when discussing the seminal contributions by
Nelson and Winter,'®" it is rather a question of regularities in the
interactive strategies between companies and the external environ-
ment (in some analogy with biological evolutionary theories).!?
Maximisation criteria as such are often a non sequitur, since in a changing
environment one does not know exactly the set of choices and the set of
outcomes.'?® - Behaviours on the other hand, affect the economic

environment and thus the constraints and the incentives which com-
panies will face in the future.

Let us return to the history of European semlconductors Differential
structural conditions contributed heavily to shape the strategles of
European companies. By the beginning of the sixties, it ‘was no longer
simply a matter of behavioural choices of the European companies but
also a structural constraint that the European industry had to face dueto

differential technological capabilities. Choices of pushing in ‘certain
technological directions instead of others achieved a cumulative effect
and became part of the structural data that the industry and each firm
had to consider. Those structural conditions, of course, can and always
are changed, but it certainly requires time, resources and often a complex
set of policies. In many studies on the industry this problem is
overiooked and the European lag is either understood in terms of
‘classical’ product cycle theories (ie. with a big emphasis on lags in
demand'®), or in terms of firms’ conduct (sometimes related to
competitive structure of the industry, but generally assuming that at any
given time, discretionality of each firm is high and the set of possible
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technological “options “is large).!%%. Of course, firms’ decisions -on
technological strategies do” matter, but their effect is cumulative:

decisions of the past become constraints in the future; chosen * patterns’

of technological development condition the future innovative output of
firms and of the industry,

In this sense we may use the concept of ‘technological frontier” asa
structural data which heavily conditions and determines the behavionr
and competitive performance of American industry, as compared to the
European industry. We saw, in the American case, the emergence of that
frontier (more realistically a cluster of frontiers) in a complex dynamics
of ‘competing technological trajectories, whose outcome was the es-
tablishment of silicon-based technologies pushing towards an ever-
increasing density, speed and complexity of the tasks performed.

The European industry remained left out of this process of definition
of the new technological paths and, generally speaking, confined itself to
the role of close (and fairly successful) imitator on the old technological
pattern for fairly traditional applications, throughout the fifties and the
sixties.

The process of innovation/improvement on the Lechnologu:at
frontier, is often cumulative (this is why it acts as a structural
constraint): the probability of advancmg to the frontier is also propor-
tional to the position already occupied with respect toit.!%¢ This applies
to both companies and, particularly, countries.

A Comparison of Ennovatlon Policies: The European Neglect

'for Semiconductors in the 19505 and 1960s

Regarding each individual company, public policies represent one of the
‘environmental factors’ whick~-as we analysed in the case of the
USA —might have a powerful effect on the direction and the rate of
technical progress. Let us thus consider the role of public policies in
Europe (and Japan). Tables 2.10 and 2.11 provide some comparative
figures on procurement policies and public R & D support in the total
components industry (and semiconductors, when available). What is
striking is that, at a first look, the variance between various countries is
very high and does not seem to bear any relationship to the different
trends in their innovative capabilities.

The UK and France share with the USA a relevant public (mainly
military) demand and a high percentage of publicly financed research.
Conversely, Germany, Italy and Japan had a low or negligible impact
of public procurement and low or non-existent financing of R & D. In
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Tase 2.10:  Estimated size of government markets, as.a .percentage of the
- component industry’s ouIpus®, in the mzd-s:xnes

Year -

Country 64 ’ 65 66
USA® o 30%
Japan : negligible o
UK« , _ 30%
Germany _ _ negligible .
France: Tubes ' ' 25%

Semiconductors - 12% I :

Other components - : . . 30Y%
haly . .58
Canada : . _ 107
Sweden o 307%

& Components means active (i.c. scmlcondactors and tubes, eic. } and passwe
(resistors, capacitors, etc.)

b Defence shipment only.

¢ Defence and civilian public procurement.

Source OECD (1968, p. 26). -

other words, those figures would suggest that government policies did
not matter very much in determining the industrial performance. The
argument, however, must be qualified in two ways. First, the absolute size
of both public demand and R & I financing in Europe was very different
from the USA. Total British government funding of R & D (which was
the highest in Europe) for 1968 was less than one-tenth of the Aineric_an
counterpart.’®” Second, in the USA most of the government-funded
R & D was performed in industry (around 95 per cent), while in-France
only 45 per cent and in the UK 40 per cent'®® were, '

The hypothesis we will suggest here is that policies in Europe until the
late sixties had a very limited impact, (while they have been very
important in Japan, as we shall see below). The technological efforts in
European companies were primarily directed, in a ‘spontaneous’
manner, fowards advances (generally through fast imitation and even
with some original innovations) in the traditional fields of discrete
devices for consumer electronics and electrical engineering. Government
policies (either through purchases or R & D financing), when they
existed, did not intervene in those areas which were already covered
(despite limitations and substantial imbalance between countries) by the
autonomous technological decisions of European firms. Government
procurement and R & D financing were mainly concerned with military
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Tasie 2.11  State suppore for R&D in component industry as a perceniage of
total R&D (1965—8)

Country o of total R&D S Notes
USAs . ~ 50% o
Japan 69 Until 1965 . :
= 10% Development contracts in 1967
' $15m. ' '
UK (1) 309 Around $11m direct fnancing to

total component industry :
57% 1968; government financed research in
_ semiconductors {(gither performed in
industry or public institutions), The

percentage of mdustry-performed is

359
Negligible Some indirect support since: zhe first
) ‘data processing plan’, o
22% 1964, total components
335, €1968: 45%)  Semiconductors
11574 '
very low

Sources OECD (1968 p. 178) except for UK-(2): Golding (1971); for France-
) ) (1968) Tilton (1971); USA®: our estimates.

applications. Remarkably, the ‘technological distance’ between military-
finalised devices and consumers’ electromics is great, much greater, for
instance, than the ‘technological distance’ between military applications
and computers’ applications.

We must answer 10 the question whether the military market helped
the innovative/imitative capability of European industry. Our reply is
that even in the UK and France it had a relatively limited role. We tried
to argue that the military in the USA bad the function of focusing and
directing the innovative efforts and helped to plar some of the most
relevant economic and technological variables on both the demand and
the supply side. What is important is not the fact that the military was
involved, but the economic and technological roles it performed. Indeed,
the fact that the military itself played this role probably involved
considerable inefficiencies, strains and high costs.1%®

There seems to be a crucial asymmetry between the role performed by
the military in the ‘first coming’ economy and in the ‘late coming’
{imitating) ones. The function of directing inventive activity is facilitated
if the first-comer operates in a vacuum, while the followers face an
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established technological trajectory and aiready existing products both
in the civilian and the military fields. The inevitable conclusion is that
military-oriented research efforts in Europe probably had the effect of
speeding up imitation in the military field, but lacked a general impact on

innovation and fast ‘civilian’ imitation. In other words, each European

country, facing the huge American military-oriented innovation policy
had two notional choices: first, they could have decided on similar
military efforts!!? to push ambitiously in various technological direc-
tions and . thus undertake part of the ‘burden of the first-comer’;
aiternatwe]y, they- could have followed (as they generally did) an
imitative military-oriented strategy. In this second case, however, we
would expect the *fall-out’ from the military to the civilian sector to be
very limited. This fall-out effect may happen in the virgin territory of the
first-comer, while imitators always find new devices already diffused
from the military to the civilian sector in the leading country.

This hypothesis of a fundamental asymmetry in the impact of military
demand and military-oriented research between first-comer(s) and
followers is corroborated by {and in some ways is an explanation of } the
very detailed evidence analysed by Sciberras (1977). In his findings, the
military market in the UK produces protected ‘niches’ where indigenous
firms can operate without facing the competition of big (American)
companies on the high velume civilian market, but does not induce
substantial ‘spill-over” effect in the latter.

Two more pomts have to be made. First, it is likely that even pohmes of
quick imitation in the military fiéld (i.e. a policy aimed at remaining near
the ‘military technological frontier’) might not be very successful due to
the relatively limited R & D efforts devoted to it (in compar:son with the
USA).''* Secondly, we must notice how the entire argument today
favouring higher military procurement and/or military R & D funding
sounds somewhat contorted and devious. The argument. in fact, states
that European countries should set a goal (technical progress in :mhtary-
oriented devices) to achieve another goal (technical progress in non-
military devices).'!? (We analyse these policies at greater length in Dosi,
1981a.}

All through the fifties and the sixties, public intervention has been
totally absent in all European countries in the non-military fields. We
could say that, compared with a consistent and finalised planning of the
rate and direction of innovative activity in the USA, Europe presented
conditions of free-marker imitation strategies undertaken by each
individual firm.}!?

The results, as mentioned, have been:
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1: A fairly short {and maybe decreasing).imitation lag.in more tradi-
tional technologies (e.g. germanium discrete semiconductor), gener-
ally in the areas oriented toward consumer clectromcs and power
equipment.

2. Abig delay in the newer technologxes {ICs, computer applications).

3. No greatsign of convergence between the technological level of each
European country, the latter being a function of choices, capabﬂst:es
and dimensions of few. national ﬁrms_

At the cnd of the sixties ali Europcan semiconductor mdustrncs were
relative losers’* in the ICs race, and the distance from the USA was
especially great in digital bipolar ICs and MOS ICs. This feature was
{and is) related to the European weakness in the computer industry and
is part of the European ‘vicious circle’ resulting in a weakness‘in digital
ICs, weakness and reduced size of the European.computer industry, low
incentive for each European semiconductor firm to move cons:stently
into digital ICs technologies, lag in the latter, etc.!?

The High Technology Imj:erative: The Case of Japan

it is very revealing to compare the European scene in the fifties and
sixties with the Japanese ‘one, with which it shares many structural
similarities and many policy differences. First, both Japan and Europe
were imitators in discrete germanium components. Europe was, at the
beginning, much better placed, with higher technological levels to begin
with, and, in certain areas, placed on the frontier itself. Japan was lagging
far behind with low scientific and technological experience in the
semiconductor fields and a much higher imitation lag, Second, both were
mainly focusing on consumer electronics applications. Europe had a
much smaller military market than the USA and Japan had none. Third,
both were characterised by big established companies entering the field
of semiconductors!!® and undertaking the process of imitation.

To observe significant differences we have to look at the industrial
policies, in a broader sense, and compare them with Europe and the
USA. Since there are major discontinuities in Japanese policies and
strategies, it is convenient 1o analyse the entire history of Japanese
relationship between public agencies and endogenous market trends.
One should not be misled by the figures in Tables 2.10, 2.1t and 2.12:
confining public policies to procurement and financial transfers-does not
lead us very far. {n the Japanese case, policies, lato sensu, affected the
technological outcorne through direct institutional mechanisms which
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Tasg 2,12 Japan MITI's plans: for the promotion of the dam~processmg
industry, 1972-82 :
- {Million Yen)

Programme for 1872-6*

: 1972 1973 1974 1975 - 1976
General promotion of computer '
development: new machines 4,150 14,026 15250 12475 10,825

Peripherals 700 936 1,400 200 600
Integrated circuits 1,700 . 1,800 0 0
Measures for the industry s )
generally 800 1,200 1,200 ]
Mew generation of LSI . _ 3,500
Loans to the NECC ' 2,000 1,150 3,250 4,600 4,700
Japan Development. . .
Bank grants. . ' 1,100 850 850 850 850
information Technology o :
Promotion Agency 37 79 100 132 i23
CGovernment guarantees to lend-
ing institutions 1,450 1,750 900 1,200 1,500
Systems development 100 20% 378 L109 1,086

VLSI Plan for 1976—9; estimated Yen 30 bnb

Sources

= QECD (1977).
b Nomura (1980). The amount refers to grants onIy.

did not operate by means of strictly economic incentives: this makes
them more difficult to detect but certainly not less effective.
We discussed the laissez-faire approach in Europe upto the. early

1970s.'*7 In Japan, on the other hand, there appears to have been avery

early determination to achieve a strong technological and commercial
position in high technology industry in general, and thus also in
semiconductors.’ *® The features of this Japanese commitment are worth
investigating.

European policies, even when they existed in the 1970s and only in
some countries, seem to adapt to the existing structure and strategies of
the industry.’’? In Japan, given certain long-term objectives, part of
industrial policy was the task of removing the structural constraints
which would have made those objectives unprofitable for private
companies. These kinds of institutional measures included: (a) very
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'restrictive-fegulations -on. foreign investment (formally until 1974.and
nformally thereafter); {b)institutional definition and public monitoring

of the terms of licensing agreements, which were required to benefit not
one firm but the entire industry; (¢} import controls (stopped in 1974);
(d) setting of technological targets (for example the recent VLSI plan)
and  establishment of adeqguate research facilities to fulfil them (for
example the institution in the seventies of joint research centres between
the major companies, with direct government participation).

Metably, in the 1950s and 1960s, Japan foliowed the same technical
path'as European companies. The Japanese effort, though, was much
more institutionally co-ordinated and finalised, aiming at:

1. . A-fast decrease of the lag vis-d-vis the American industry. Japanese
industry undoubtedly succeeded in the task. Using the average
imitation lag in the introduction of the major innovations listed by
Tilton (1971), this lag decreased from 3.4 years in the ﬁfues io
1.2 years in the early sixties.

2. The avoidance of duplications in R & D efforts and the diffusion as
.fast as possible of the best available technology throughout all firms.
This seerned to be achieved through government control of imported
technology and through informal (but very effective} co-ordination
between government ‘and companies. Again it must be noticed that
duplication of technological efforts has been very high in Europe, not
only among countries, but inside each national industry.
Furthermore, hardly any policy promoted the diffusion of ‘best
technologies’ through the European industry: diffusion had to be
reached through the painstaking effort of each national industry and
cach firm.!?? : :

3. The stimulation of internal competition among Iapanese ﬁrms to
promote technological and commercial aggressiveness and to main-
tain the most favourable structural conditions for technical progress.

4. The guarantee of a secured market for the industry (although not for
each firm). The task was achieved through strict non-tariff control on
imports!?! and on foreign investment.!?? This second aspect in
particular is very important because it recreates institutionally
the same ‘vacuum environment’ enjoyed in its internal market by the
“first~-comer’. The question will be discussed later in relation to the
effect of foreign investment in Europe (Chapter 4).

5. The control over imported technology. It is noticeable that ilcensmg
agresments were allowed and strongly favoured if, and as long as,
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they contributed to enhance the general J apanese technological level
(making the process of imitation/improvement quicker). They were
opposed if they could substitute for.a Japanese-developed tech-
nology or.prevent such a development (this case could not generally
have happened in the fifties and sixties, but occurred in the seventies),

Japanese public controls on foreign technology -agreements have

always been very detailed and concerned also with relatively minor

technological deals: - . o i -
We have already noticed that the Japanese, as far as: technology is
concerned, followed (in the fifties and sixties) a path fairly similar to the
European one, with much greater success both on technological and
commercial grounds.*2? This outcome is even more strikin gifjudged in
relation to the relative points of departure (consistently worse for Japan)
and in relation to the lower Japanese R & D efforts.!2* :

In the mid-sixties, Japan faced very similar problems to Europe since
she was left behind in the development of the new ‘technologies (ICs,
digital applications, etc.) The realisation of the economic potential of
the new technological patterns in Europe wasleft to the promptness and
the interest in the new applications of each individual company.?* No
uniformity can be found among companies and countries in the timing
and size of the ‘imitative reaction’; and, broadly speaking, it followed
the same patterns as the described previous behaviours in the fifties. For
Japan, too, the new successfid technological patterns anticipated by the
American industry made a great deal of its imitative efforts on the ‘old’
trajectories obsolete. Swiftly, Japan started a buge and co-ordinated
attempt to reduce the lag in the new technological areas. The difficulties
this time were much greater due to the more complex features of the
integrated circuit technologies involved. By the late 1970s, however,
Japanese imitative lag had shortened impressively and in some fields had
disappeared altogether. : et

Our interpretative argument is that in Japan industrial and trade
policies allowed a definition of company strategy consistent with- the
national objectives and not the other way round, as it has often
happened in Europe. : -

It has been noted elsewhere!?¢ that Japan is also characterised by an
apparent closeness between policy-makers {especially MITI) and com-
panies, which partly explains the success of § apanese industrial policies.
This closeness, however, is not uncommeon to some European countries
(notably France, but also Germany). What is striking in the Japanese
case is the capability of policy-makers and institutions to represent the
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long-term interest of Japanese-industry as a whole —to a certain-extent
forcing it upon each individual company —making rewarding for each
Jirm what is considered necessary for the country. One could; in-fact, say
that while most other countries have considered their place.in the
international division -of labour-as given at each point in time by the
international market mechanism, the Japanese have conquered it. The
Japanese case is notable as the-only example of success of industrial
policies in nearly -eliminating the. technological ' lag -vis-g-vis- the
American semiconductor industry. In our view, very consistent and
comprehensive policies are an important part of the explanation of the
different:performance of Europe and Japan. - e

-The choice of instruments have also been crucial; variables.that in
Europe had .to be considered -among the -constraints (like foreign
investment .ot licensing policies: by American firms), in Japan could
partly become instrumental variables subjected to institutional control.
European. policies, for their part, whenever they existed, generally
emphasised just-one main instrument ~ R & D subsidies..

On the Japanese side subsidies never played a major role until.the
recent four-year VLSI plan, publicly financed for $360 million of which
$250 million were government loans (see Table 2.12). More importantly,
Japan had non-tariff import protection, control over foreign investment
and monitoring of technology transfers. On top of this came a process of
building a ‘corporatist’ industrial consensus around technological and
manufacturing targets, agreed in a detailed bargaining process bet'wee.n
companies, the State, and the unions. In the Japanese scenario, it
seems particularly difficult to assess who is the prime mover. How much
of Japanese dynamism can be attributed to government policies and
how much to private companies? One cannot attribute to MITI alone
the general difference in performance between Japan and Europe: more
correctly, the difference seems 1o conmsist’ in a strikingly effective
relationship between institutional settings (including MITI) and an
extremely competitive internal market environment (oligopolistic com-
petition amongst the major Japanese groups). : ‘

Certainly, Japanese companies have shown a highly aggressive
attitude, both in technological and market aspects, together with a high
degree of far-sightedness. However, one can be very entrepreneurigi ina
broad set of activities, ranging from marketing very sophisticated
compuiers to selling oranges in Naples. The fact that the Japanese
followed the first route clearly depends on a set of structural and
institutional factors. Government policies provided many of these.
Others probably derive from the structure of Japanese society as such,
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and two features are worth meritioning here. First; the immobility of
manpower and the system of lifetime employment, instead of being
paralysing factors, probably represent a strong motivation for strategies
of long-run planning and a search for growth'sectors. What in Western
economies, especially in the USA, is left to macroeconomic mechanisms
and at micro level to the working of some kind ‘of Schumpeterian
competition (technology-based oligopolitic rivalry, emergence of-new
innovative companies, ¢tc.) in Japan is internalised in the comipanies
themselves in what appears to be both a social and economic commit-
ment: Second, there is a more funidamental issue which relates to-the
fundamental ‘rules of the game’ and their degree of social acceptance. It
is, in our view; a crucial aspect of the relation between State, firms and
social groups (and the relation between planning and market mechan-
isms): the greater the consensus on the ‘basic:rulés of the game, the
greater appears also the consistency of individual (company) behaviour
with a commonly accepted set of objectives. Generally, a cohesive social
structure is associated with an entire set of institutions within a social
hierarchy for managing shared objectives. At the same time, again not
very surprisingly, planning does not need to show up in its authoritive
form, but appears much more as ‘natural harmony’ between social
groups and between individual decisions.!2” In the case of Japan, one of
the ‘corporatist commitments” has been the technological imperative of a
quick upgrading of her industrial structure, well beyond any traditional
short-run profitability calculation.

2.6 TECHNOLOGICAL TRENDS IN THE 1970s (AND
SOME SPECULATION ON THE 1980s) .
The Era of Integrated Circuits and Microprocessors
Starting from the early sixties, a transition, from the ‘era of discreie
components’ to the ‘ICs era’, begins. By the turn of the decade,
integrated circuits had become the dominant cluster of technologies in
the industry and by far the most dynamic one. Throughout the 1970s,
microprocessor-related technologies acquire an ever increasing import-
ance. One can easily forecast a new transition to an ‘era of micropro-
cessors’ for the 1980s. Let us consider the main features of the
technological patterns of change and the relative position of the three
Western areas (the USA, Europe and Japan) with respect to the
technological frontiers that these technological trajectories define. Even
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_ifthe trajectories of technical-progress follow the dimensiondesctibed

above-towards miniaturisation (i.e; increasing: density -of the circuits},
speed; reliability and decreasing costs, a few specific aspects-of the ‘ICs
era”::(and ~even: -more -so -of "the -‘microprocessor -ers”)  must -be
mentionedA2% - s L el e

First, the inter-relation between manufacturing-and ‘product tech-
nology,~on.the.one -hand; and circiitry: design, -application -and
‘software’,-onthe otherhand,in:the era-of ICs-and MPUs:becomes-an
esseritial feature of technical progress. Discrete-components:couid-be
assembled-in: several.ways 1o obtain therequired circuits -related -to
particular applications. Increasingly, -with 1Cs; ‘the range of possible
applications-is already-‘embodied’ in the structure-and.performance. of
the “circuit -itself. Ernst {1982) . argues-the progressive- convergence
betweenthetechniology of the-circuits and the technology-of the systems
in which-they -enter.-In: other:words, the -software-of the - final
commodities becomes increasingly embodied into the hardware of the
circuits. This applies. particulatly to microprocessors and generally-to

 VLSI circuits (other than standard RAM memories). Since it has

sometimes. been suggested ‘that,on. the contrary, very large scale

Antegratiori-would ‘have led to increasing standardisation.of the techs

nology,'*®:the issue is worth: further consideration. Increasing circuit
integration means greater technological possibilities for a.circuit -of
peiforming a certain range of functions: However, it also.increases the
cost -of software applications for the. users. The fnore: a circuit is
‘finalised’ to a certain application; the lower is the applicative cost. In
addition to :this; the use of ‘standard’: circuits- for any particular
application generally implies that-only parts of the full logical capability
of the device are utilised. Conversely, if the cost- of development of a
custom circuit is spread over a short production run uait costs might be
higher.**® One can easily see how the two factors generate a trade-off
between custom and standard devices both in terms of costs and in terms
of applicative efforts for the. users. : . A
There is another ‘dimension’ to the trajectory of technical progress
discussed above, namely. the improvement of the trade-off between the
width of the range of applications (and-thus ‘standardisation’} of the
circuits and the applicative complexity. Again, Ernst (1982) argues.that
the semiconductor industry is heading towards a software bottleneck in
two senses: {a} the increasing programining complexity.is not matched
by comparably increasing prodnctivity in the design of the circuits; {b)
more importantfor the technological features of semiconductors, one of
the constraints upon technical progress is defined by the capability of
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producing -higher-level-logic. programmes. -Progress -élong this latter
(software) ‘dimension’-improves the trade-offs related to.the cost and
complexity of application of the circuits. Conversely, for any given state-
of-the-art in manufacturing technology and in circuit design the higher
the ‘synergy’ between producers and users of circuits, the lower are costs
and applicative difficulties for the user-sectors. . . .. ... .

Second, we have emphasised the nature of technical progress which
has historically been relatively *disembodied’ from- capital equipment.
While these disembodied features ~eertainty-:remain, Jin -the -1970s
technical progress in manufacturing equipment has become increasingly
important.*?! Product . innovations- themselves - (e:g. -ever. increasing
density of the circuits) are constrained by innovation in the equipment
(e.g- sub-micron lithography through electron beams or X-rays). Itisworth
mentioning that for -the first time equipment .manufacturers appear
as process innovators in the semiconductor industry (see Table 2.2).

On the.Factors Shaping ‘Normai’ Technical Progress

In the early days of semiconductors, US public (military and space)
policies; as we have seen, performed an important role of selection and
guidance of the directions of technical progress. That role has since
decreased. P T R AT

We are now in the position of answering the following question: What
are the factors which shape the directions of the innovative activity when
powerful external factors cease to exert their ‘pulling’ and “pushing’
influence? We have already given part of the answer, identifying one of
the factors: ‘normal’ technical Progress maintains a momentum of its
own which defines the broad orientation of the innovative activities.
This in-built heuristic is particularly clear in the semiconductor case.
Take, for example, the fundamental trend in the industry towards
increasing density -of the circuits: the doubling of the number of
components per chip every year (in the late 1970s every iwo-three years)
is aimost a ‘natural law" of the industry. After 1—K memories one
progressed to 4-K;:16-X, 64—K and further increases in integration are
expected. The same applies to microprocessors. from 4 to 8, 16, 32 bit
devices. This cumulative process has an important role in the competitive
process of the industry, by continuously creating asymmetries between
firms and countries in their relative technological success.

A second factor stems from the relationship between innovation in
semiconductors and application of these innovations in the user sectors
{which are innovations as such in.the latter). A mutual effect can be
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identified there.Technical change in:semiconductors defines one of the .
boundaries -of ‘the set of possible technical advances in ‘downsiream’

sectors. On the other hand, both technological problems and tech-

nological and commercial opportunitiés in these downstream sectors
focus and lead the direction of technological advances in'semiconduc-
tors.*2 We shall find the opportunity below to ‘show that this inter-
relationship is not entirely répresented by its ‘traded’ features and that
an aspect, which is at least as important as market-related signals, is
constituted by flows of information, varicus kinds 'of extérnalities,
convergences and complementarities between different ‘technologies,
etc. This second factor is going to become more important, given the
increasingly system-related nature of semiconductor technology.*®*-

A third factor relates to the ‘inducement’ effect of changes in market
opportunities; relative prices and distributive shares upon the ditections
of the innovative activities. We hardly need to stress this aspect that is
the core of ‘traditional explanations of technical progress which we
criticised above. OQur critique, it should be clear, was not meant to deny
the existence of such a factor.‘To repeat, we argued, first; that this
‘inducement” operaies particularly with respect to ‘normal’ technical
progress; and second, that it occurs within the boundaries defined by the
basic technological trajectory. S < e
= Note that this third factor {market inducement) is somewhat overlap-
ping with the other two: an implicit trend towards so-called ‘factors
saving' is part of the ‘dimension’ of .the technological trajectory of
progress which is quite independent of changes in income distribution.
In other words the reduction in.unit costs and the improvement in
performance/price indicators actually represent permanent labour-
saving and capital-saving trends which are there no matter how income
distribution (wage and profit rates) behaves through time. Reactiveness
to changes in income distribution; relative prices and cost structures
comes on top of these long-run trends. Moreover, the inducement
mechanism often affects the direction of technical change through
‘untraded’ producer--user inter-relationships.

As far as semiconductors are concerned one may expect that the
evohution of production structures towards a higher capital intensity
{see also Chapter 3} and the increasing costs of design, software, etc. will
lead the trajectory of techmical progress towards a much heavier
emphasis on:

(a) Process innovations aimed at a diminution of the capital/output
ratio (for the trends in the latter see again Chapter 3)
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{b} Innovations in software and design production. {computer-based
automation:such. as-Computer Aided Design—CAD - ete.). 134 .

The three general factors we have mentioned (the in-built featiires of
the technoiogxcal trajectory, producer—user mtcr-relanonshlps and lato
sensu market inducements) are the structural forces at work in shaping
the directions of ‘normal’ technical | progress, In the next chapter we shall
analyse the behavioural forces which lead the industrial’ ‘system in these
directions, namely the patterns of innovation-based and imitation-
based oligopolistic competition. First, howéver, we need to describe
brleﬁy the re}aiwe “technological performance of the ma_}or Western
counmes '

Towards 2 Jomt Amel'ican—.lapanese Technoiagacal Lear!ershxp"

We have already mentioned the cumulauvc dynam:cs of the Amencan
semiconductor industry which kept it in a position. of unchallenged
leadership until the late 1970s. On the other hand, European tech-
nological lags, have remained on average relatively high, with the partial
exception of Philips in some fields within Bipolar technology, Siemens in
some industrial devices and British producers, such as Ferranti, in a few
areas of custom-oriented circuits. (We analyse the European semi-
conductor industry at greater length.in.Dosi, 1981a). The major change
of the late seventies has been the rapid emergence of Japan as a direct
threat to the US technological dominance. If we look again at Tables
2.1,2.2, and 2.3, we notice that the increasingpercentage inthe 1970s, of
major innovations of non-US origin is essentially due to an mcreasmg
Japanese innovativeness. The tendency is confirmed by Table 2.4 on the
distribution of patents registered in the USA, by country.

For.some subsectors of semiconductors the Japanese industry, has
completely joined the USA in the world technological. leadership (e.g.
memories). At the time of the revision of this study (end of 1982) a
synthetic overview of the relative position of Japan vis-d-vis the USA is
the following: Japan can manufacture semiconductors, broadly speak-
ing, at the same levels of density and speed as the USA, often at lower
costs and higher reliability while she is still behind in terms of software
capabilities (thus still showing some technological lagin highly eomplex
IMICTOProcessors).

Our forecast is that in the 1980s:

(@) The joint USA/lapan technological leadership will become an
evident phenomenon, and,
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(b} the Japanese commercial exploitation. of this rapid catching-up
process will be increasingly felt on the international markets,

- In the next chapter, among other things, we will also examine the
economic consequences of the latter point. :

2.7 SOME CONCLUSIONS TECHNICAL PROGRESS

AS__AN ASYMMETRIC PROCESS .
In ana_i_ysing.thé basic determinants of technical progressa definition of
technology has been proposed which underlines the similarities between
‘science’ and . ‘technology’ and-attributes to the latter some of the
features which modern ep:stemoiogy relates to ‘science’. The following
step was to.discuss the relationship between ‘technology’, so defined,
and ‘economic factors’. The relationship seemed more compiex than,
and irreducible to, simple ‘demand—pull’ theories. Specifically, tech-
nological patterns appeared to be determined by the interplay between
the notional possibilities provided by scientific progress, some funda-
mental forces in capitalist economies (like the criteria of marketability,
profitability, reduction of production cost, search of new markets),
together with directly institutional variables (in our empirical case the
‘exogenous’ requirements of the military), acting as selective mechan-
isms among several technological developments toward which the same
body knowledge could lead.

A consequence of our argument pointed to the lzm:iat:ons and

weaknesses of ‘market forces’ ** in directing the innovative activity, at
the beginning of an industry, when technological patterns are not yet
established and potential markets are highly uncertain. Moreover, the
process of the search for radically new technologies implies triai-and-
error procedures: we have termed the economic and technological
efforts at this stage as the burden of the first-comer, .

As semiconductors are concerned, in the 1950s and 1960s, insti-
tutional intervention (mainly military and space agencies) performed in
the USA a powerful focusing role which directed the accumulation of
knowledge and expertise and helped the emergence of precise tech-
nological trajectories. The more technological patierns and markets
become established, the more stimuli and incentives to technical change
become endogenous to the ‘proper’ economic system. The country {or
countries) on the frontier, enjoy a strong technological advantage vis-g-
vis late-comers, since technical progress often appears to present
cumulative features. One can easily see from the arguments how the
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process -of - technological innovation always implies asymmetrigs be-
tween firms and betwesn countries, - SRS -

Moreover, for the sake of clarity we made above a sharp distinction
between the ‘process of innovation™ and the ‘diffusion’ of innovitions’.
This was necessary also in order to stress the role of innovation and
mnovative capabilities which is often neglected in international com-
parative studies, thus implicitly assuming ‘equal starting points’ (from
the technological point of view) among all major industrialised coun-
tries. We tried to show that this assumption is deeply misleading.

While maintaining the distinction between innovation and diffusion
(with alogical and causal priority to the former), one can observe a strict
interdependence between the two: The same existence of a ‘tech-
nological frontier’ on which an entire industry (eg the US semiconductor
industry as a whole) is placed, points t6'the fact that single discoveries
and innovations may contribute to produce, in many companies, further
discoveries and innovations. This is precisely one of the mechanisms
through which an industry remains ‘on the frontier” and makes it
advance: ‘Here, the features pointed out by many of the frequently
“quoted studies on semiconductors comie into play {(mobility of scientists
‘embodying’ the best practice technology, financial conditions favour-
ing easy entries, ‘second sourcing’ required by the military, etc. ). One of
the implications of the argument is, however, that quick diffusion is
allowed also by the fact that the industry already is on the frontier. The
‘virtuous circle’ is closed and reinforced by the positive effect of quick
diffusion on further advances. s -

Inter-firm and inter-country differences in innovative and ‘imitative
capabilities bear consequences of the utmost importance upon the
competitive process, the transformation of industrial structures and the
patterns of international trade and investment. The following chapter
will investigate the relationship between technical change, companies’
competitive behaviours and the dynamics of the niain structural
parameters, such as productivity, output, employment, prices, concen-
tration and capital intensity. .

NOTES AND REFERENCES

1. With respeet to the discovery of the transistor, see the account by one of the
inventors themselves (Shockley, 1974; 1976) and, on theoretical ground,
Shockley (1950). For the history of semiconductor technology, its
economic impact and implications, Golding (1971) and Braun and
MacDonald (1978) provide a thorough account,
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. -In this Schumpeterian distinction an ‘invention’ is an idea, a sketch-on a

model for a new: or improved device, product, process or system. Such
inventions . . . *do not necessarily lead to.technical -innevations - . . An
innovation in the economic sense is accomplished only with the first
commercial transaction involving the new product, process. ..’
(Freeman, 1974, p.22). Accepting this distinction, the borderline is that the
new device or process is not only potentially markerable ‘but actually
marketed. . .. : : :

. In other words, in the first definition, the ‘need’ to move around can be

either satisfied: through & horse or a space-shuttle: In the second definition,
obviously the ‘need” of a space-shuttle cannot emerge before the space-

shuttle itself is conceived: . . . R A
. In a weak sense, it is apparent that within this approach the innovative

mechanism- operates in the same way 'as the usual mechanism of
determination of prices and quantities in a general equilibrium analysis. In
a stronger sense, it does not appear impossible — given several restrictive
assumpfions --to construct a neoclassical general equilibrium -analysis
which takes account of this kind of innovative activity. For the difficuities
of this approach, see below. - e : :

. Nelson and Winter {(1977a). This work to which we will refer again later, is

one of the first attempts to formalise 2 non-neoclassical model of technical
progress embodying rather complex assumptions about firms’ attitudes
towards, and responses to the innovative activity.

. For our purpose it is enough to mention that if we assume, at any point in

time, fixed coeflicient of production and constant return to scale, variations
in the guantities do not effect relative prices. Therefore we are bound to
lose an important part of the ‘signalling’ mechanism. On the other hand, a
demand/supply theory of prices might be abandoned for the unavoidable
difficulties of its theory of factor prices and distribution. For an account of
the famous ‘Cambridge Debate’ on capital theory, see Harcourt (1972).

. On this issue, see Rosenberg (1976) and Mowery and Rosenberg {1979).
. Except in the cases in which an already existent invention can become a

marketable innovarion, at a certain point in time, due to changes in income
distribution, or in relative prices:

. Generally, for particular features such as limited appropriability, indjvisi-

bility, etc. see Arrow (1962) and (1962a). :

The effort of ‘endogenising’ the production of knowledge, eguated to the
production of a commodity, accounts for the evident trend, at least in this
century, towards a greater contribution to the innovative activity by
institutional centres directly related to production of scientific and
technological advances (and first of all by R and D facilities of big
corporations). This Schumpeterian view -~ Schumpeter (i947)—1s_chgi—
lenged by some scholass, for example Jewkes e al. (1958}, who maintain
that a great percentage of innovation is still attributable to private
inventors. For an exhaustive discussion on this issue see Freeman (1974).
The problem crucial to our discussion, however, still remains: how do
technological efforts operate? Can the direction of technological advances
be pushed almost frictionless in any direction? Can the lags between an
assumed 'market demand’ and the technological response be considered
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fairly -limited in time? .etc. For a critical discussion of the ‘black-box
approach’ to techrmiogy see .again Roscnberg (1976) and Mowery-and

-Rosenberg (1979).

A cnucal review of those smdxes is Mowery and Roscnbcrg (1979)
Ibid.-

See Freeman {1974); Rosenberg (1976) SPRU (1971); ‘I‘cuba! Amon and

Trachtenberg (1976}; Teubal (1977). Some studies go as far as reconstruct- .

ing some kind of ‘path’ leading from initial scientific advances to the final
innovative product or process: se¢, for example, the TRACES Project
(Illinois Institute of Technology, 1969), The reader can find i in Frceman
{1974) a thorough bibliography onthe subject.
See also the important findings of Pavitt and Soete { 1980}, Soete (1982)
and Pavitt-and Socte (1981). Morcover, if we measure innovative output in
terms -of increase in-productivity {as & proxy of technical progress) the
impact of research efforts is s:gmﬁcant {see, for cxample Mansﬁeld 1968,
Terleckyj,-1974). - o
As we shall discuss at length below, Neison and. Wmter (1977) formahse
this process and its interaction with industrial structures.
On scientific paradigms, see Kuhn (1963) -and -on scientific research
programmes, Lakatos (1978). For.a thorough discussion, Musgrave and
Lakai05(1973). One does not aim here to argue ‘what science is” or tackle
the epistemological disputes on the differences between the Kuhnian
approach and Lakatos’ approach. For our purposes the degree of
overlapping between the two approaches is great enough, to borrow from
them a few basic definitions of science which they have in common.
The first to suggest independently an analogy ‘between science and
technology in ‘Kuhnian™ terms was Freeman (1979).
A very. stimulating. paper by Bonﬁgi;oh {1979) defines ‘science’ as a
‘particular technology’. Although the aims of that paper are different from
QUrsS here, there is in common the similarity and overlapping between

" ‘science’ and ‘technology’ and the roje of institutional factors in determm-

ing the direction of both. See below,

‘The continuity evolves from a genuine research programme adumbrated
at start. The programme consists of methodological rules: some tell us
what paths of research to avoid (negative heuristicy and others what paths
to pursue (positive heuristic)’ Lakatos {1978, p. 47).

Note that here one is 1mpress:omst1caﬂy using the {wo conccpts as
equivalent, :

Kuhn {1963). -

They suggest two general dimensions of these naturai trajectories’,
towards progressive exploitation of latent economies of scale and towards
increasing mechanisation of operations, guoting as supporting evidence ~
among others —the studies-by Hughes on .electric power equipment,
Levin on various petro-chemical processes and Rosenberg (1976).

To take obvious examples, the trade-offs between ENErgy consumption and
horsepower in internal combustion engines or that between speed and
density of the circuits in semiconductors {this refers o the COmMPArison
between bipolar and MOS technologies). A definition of technical PrOgress

: Trér._zds.;in Innovation -and-its Determinants: 75

* intermsof multi-dimensional trade-offs is sometimes used intechnological

forecasting models. For a short overview, see Martino (1980). Sahal (1974
dnd 1978) utilises a-similar definition of technology and technical progress,

applied to individual industries and- products An excellent discussion of
the measures of the state-of-the-art in each parttcuiar technology is in

Gordon and Munson {1981).

After the first-draft of this wotk was completcd an important article by
Sahal (1981} was published. He suggests a “system approach’ to technology
and technical change, sseing it as an evolutionary and continuum process.

" Moreover, he suggests the existence of *technological guide-posts’: Onecan

casily see the consistency of histhesis with what is argued here. We hope, in
the present work, to throw some light also on the definition, emergence and

- selection-of hix *technological guide-posts’ and on the mphcationsm terms

24,

of evolution of industrial structures.
Again one uses the term in analogy with cplstemology in our.case a

* trajectory is more powerful the bigger the set of technologies which it
" excludes. For instance, it seems that the technological paths defined by

29.

30,
3L
32,
33

34,

- nuclear or oil power-generation equipment is very powerful, meaning that

many other sources of energy (many other technologies) are excluded

. Se¢ Rosenberg (1976) and (1579).

. Wecan think of a *frontier’ as a set of pointsin a mutt:-dimensmnai space,
. Nelson and Winter (1977).

. An important attempt to define some precnse criteria of ‘progress’ is in

Sahal (1978). As it should be clear from the discussion above, a univocal
criterion can easily be identified only within a technological paradigm (i.e.
aleng 2 technological trajectory). Comparisons (even ex-post) between
different trajectories might yield sometimes, although not always, to
ambiguous results. In other words, it might occur that the ‘new’ technology
is ‘better’ than the ‘old’ one in several chosen dimensions, but it might stifl
be ‘worse’ in some others. One can see here a loose analogy with the

- episternological discussion (whereby an ‘extreme’ Kuhnian approach

claims strict incomparability and a Popper-like approach suggests some
progressive continuity). Gordon and Munson (1981) discuss the construc-
tion of an ‘index of technical progress’ within each ‘technology’. If one
defines the latter in terms of tasks performed, then the index may be able to
assess also discontinuities and to compare different technological para- .
digms aimed at fulfilling, broadly speaking, the same 1asks.

For a discussion of uncertainty in R & D project evaluation, see Freeman
(1974).

See Freeman (1974) and Walsh er al. (1979).

A convincing and thorough discussion is in Freeman (1974).

Nelson and Winter (1977).

Take the example of the oil-powered internal combustion engine.
Changing oil prices put an increasing pressure towards oil substitution and
energy saving. The scope for substitution, however, is limited by the
wechnology which itself defines the range of possible technological
advances.

Precisely as unsolved puzzies or (‘falsifications’} in a scientific paradigm do
not imply an alternative paradigm.
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This broadly corresponds to-Teubal's concept of marker- determinateness
{Teubal, 1977).. . . . . . y B .
Von Hippel's model of innovation as determined by ‘users’ needs’ typically
applies - to productive equipment. For the reasons explained .above we
prefer.not to use the word ‘need’ for the ambiguities it implies.” Von
Hippel's ‘needs’ are well defined. They are actually productive require-
Rents;. attempts to overcome iechnological bottlenecks, pushes towards
increased performances in specific industrial sectors (see von Hippel, 1976,
1977 and 1979). : - Cen L

It can be-(and has been) reasonably argued that scientific developments
themselves are fostered.in the long Tun. by technological and economic
‘focuses’. of -attentions .and that they . are- somewhat directed. by the
weltanschauungen that economic systems provide. This very wide issue
concerns fields like epistemology, sociclogy of knowledge,. 2tc. See
Rosenberg (1981). S - : . . :
The following overview is just meant to.provide a brief picture of the
sector. For a clear exposition of the basic principle of solid-staie physics,
see, for example, Fogiel (1972) and the special issues of Science, 1977 and
Scientific American, 1977, devoted to microelectronics. :

Some of those properties have been known for a long time, although they
never got a satisfactory theoretical explanation until the development of
quantum physics. For instance, as early as 1833, Faraday discovered the
negative temperature coefficient of resistance, differentiating semiconduc-
tors from conductors which show on the contrary a positive coefficient.
Those - detectors were what used to be called ‘cat’s whisker’ crystal
rectifiers. employed for high frequency detection, at which valves could not
operate. . . g .

The production of transistors did not begin unti} 1950,

Most integrated circuits are built on a single chip. These are calied
monolithic. Some other ICs, however, are *hybrid’, meaning that they are
mounted upon an insulating substrate (e.g. ceramic) together with other
components, instead of being directly manufactured in the substrate itself
(in this Jatter case the substrate is generally silicon). Statistical data, differs
in that it may either include or not hybrid circuits within the ‘Integrated
Circuit’ category. Whenever possibie, we will specify whether they are
included within the data we will present. - .
Inside these two fundamental technologies (bipolar and MOS ICs) there
are different ‘families’. Among bipolar ICs there are TTL (Transistor
Transistor Logic), Schottky—TTL, ECL {Emitter—~Coupled Logic}, 1L
(Integrated-Injection Logic), Linear. The distinctions between families is
based on the patterns of design of the components on the IC, which define
also the Jogic’ utilised 1o perform a given operation on bits of information,
Noie that those FCs which are ‘analog™in terms of type of performance are
*{inear’ in terms of technology. . .

MOS technology includes, among others, NMOS, PMOS, CMOS
faccording to whether they are based on negative channels, positive
channels or both, respectiveiy), SOS (Silicon on sapphire), CCD {change-
coupied device). :
Take the example of human voice transmitted through the telephone. One

- Trends in Innovation and its Determinants- - T

can egither do so analogically, transmitting electric signals whose modu-
lation and frequency reflect changes in the original input of the voice or,
vice versa, one can transform the original signals into ‘packets’ of yes--no
impulses which are then re-transformed into-analog information at the
other end of the line: (This second possibility is associated with the

- emerging technology of fiilly electronic telecommunications systems).
. RAM memories are volatile, meaning also that whenever power is

completely switched off, the bits of information disappear. Other mem-
ories such as EPROM, EAROM, etc. can be written upon through ultra-
violet light and retain the information without the need of any power
change. Within RAMs, one generally distinguishes between ‘dynamic’ and
‘static’ memories according to the regencration requirements for the
changes which represent stored bits of information. :

. Braun and MacDonald (1978), pp. 117-18.
. Ibid. _
. We-will always try to specify whether these devices are included in oar

figures. Either way will not significantly influence levels and trends of our
data since they account for a relevatively minor share of the total.

. MBMs are based on magnetic materials whose domains of polarisation

can be influenced by an external magnetic field.

. This subdivision is partly adopted from Finan (1975). For the foliowing

overview we relied heavily on his brief and clear description. For a more

- detailed account, see Fogiel (1972), and Hittinger (1973). Here we

will briefly describe the MOS process.

. Here we do not consider the process of production of these crystals of pure

silicon (which is called ‘growing silicon crystals’). We will, however, discuss
‘the technological innovations in this fieid, which have been very important
in the development of semiconductor technology. We chose to neglect this
stage of production since pure silicon crystals are generally manufactured
by specialised chemical companies {in the USA, Monsanto and Wacker
Chemicals), although some big semiconductor firms like Texas
Instruments, Motorola, Fairchiid have integrated backwards to produce
their own wafers. '

. Similar researches were undertaken in the UK by some universities, the

Royal Radar Establishment, GEC and British Thomson~Huston; in the
rest of Europe, by Philips, Siemens, and in various research institutions in
the Soviet Union. See Golding (1971); Freeman (1974); Braun and
MacDonald (1978).

. Shockley (1976); Nelson (1962).
. Shockley (1976). '
. The ‘movement’ of electrons in a p~type semiconductor and of ‘holes’ inan

rn—type semiconductor: Shockley (1950 and 1976), Nelson {1962).

. The first transistor was a ‘point contact transistor’, but the subsequent

development occurred in junction transistors whose principles were better
undersiood.

. Exact figures are not available, but this trend emerges from our interviews,

from Braun and MacDonald (1978) and especially from the exte;xsivc
survey undertaken by MacLean for the QECD. (It is an appendix to
OECD (19T9)).
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For an analysis of the history of some fundamental innovations see
Mowery (1978), ° _ : :

An obvious problem is that.all innovations are not of equal importance.
There 'is a rather. general agreement among experts, however, on the
relevance of most of the-innovations listed here.

In Tables 2.1 and 2.2 innovations from Bell laboratories appear under
‘Western Electric’, the manufacturing subsidiary of AT & T.

Tilton (1971) p. 62. - . . _

Tilton (1971) p. 57. ,

Freeman (1974), p. 13943, . :

For a discussion see Freeman er al., {1965) and (1974).

Gordon and Munson (1981) analyse the possible measures of 1echnical
Progress in computers. '

In most of the interviews we carried-out, experts and company managers,
pointed -out that we would express it better in terms of a ‘cluster’ of
frontiers, each related to groups of products or technologies.

For the role of this particular group of people, scientists, engineers, in the
diffusion of imnovation, see farther, For a detailed account and an
extensive analysis of the economic implications, see Golding (1971) and
Tilton (1971). _ . :
Incidentally, note that this is- one of the critical weak points in the
estimation of ‘diffusion curves’ of innovations. .

In the sixties we have to consider as *well established firms’ also some ‘new
firms’ of the fifties, like Texas Instruments and Fairchild. Fora mapping of
the various generations of companies see Golding (1971); Sciberras (1977
Mason (1979). o
See Golding (1971); Tilton (1971); Webbick (1977). There are few important
exceptions like the introduction-of silicon junction transistor by Tlin 19592
couple of years after it entered the business, and that of planar process by
Fairchild in 1960. The peopie mainly responsible for those advances had
come from Bell Labaoratories and from the Shockley Laboratories,
respectively. ‘

The best argued case on this line is Tilton (1971). First; he points at the size
and sophistication of America’s market vis-@-vis the European one.
Moreover, he identifies easy conditions of entry, availapility of venture
capital, mobility of scientists as the differential features between Europe
and the USA, Of course, he recognises that the latter are conditions mainly
related to the diffusion of innovations more than innovation as such but he
scems to give a low importance to a possible “technological gap’ between
the two continents. He maintains a proper ‘product-cycle’ approach
whereby the lags in production are - at least partly — explained in terms of
lags in demand. For a general discussion, see Chapter 4.

Any survey of the origins and background of the founders of spin-off
companies confirms i.

Some argue that before 1955 — the first vear for which data is available —
the percentage of public procurement was as high asin 1960 (cf. Braun and
MacDonald, 1978).
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. Tilton {1971), p. 61. The QECD estimates.arc lower, at around 6 per cent; -

cf. QECD (1968} vol. H,-p. 179. :

.- Golding (1971), p. 173, :
. There is a broad agreement on this trend between -the results of our
© interview, MacLean Report—OECD (1979) and various articles in the

specialised press. Furthermore, this trend is consistent with the more:
aggregate data —referred to the entire electrical and electronic sector ~
presented in OECD, Trends in Industrial R & D in Selected OECD member
Countries 196775, Paris, 1978. : o

. Wilson er al. (1980). e
. For the aeronantic industry, for example, 45 per cent of total major

innovations —of which many occurred before 1945 —are not yet applied
to civilian aircrafts, cf. The DOT-NASA Study quoted in Mowery
(1978). - : : S

. M. Kaldor {1978). :
. Sciberras {1977) and (1980). Evidence -of this trend towards relative

specialisation {which must not be exaggerated) can be found in Kleiman
{1977).- For a thorough discussion of companies’ reactions to.the men-
tioned Pentagon’s VHSI Programme, see Wilson ef al. (1980). . -

. The Tinkeroy project (1948} sponsored by the Navy was aiming at the

improvement of vacuum tube technology. After an expenditure of 34.7
million it was abandoned  because it was superseded by transistor
technology. The 2-D Programme by the Diamond Ordnance Fuse
Laboratories of the Army (1957) tried to achieve greater miniaturisation
{‘microcircuits’) in-discrete device circuitry. It contributed tothe improve-
ment of printed circuits, thin films and incapsulation techniques. It was,
however, overtaken by ICs, The same end was faced by thres other military
programmes: the Army Signal Corps’ micromodule programme {1957,
dropped in 1963 after an outlet of $26 million gone mainly to RCA}; the
Mavy thin films researches (1958); the Air Force ‘molecular électronics’
project {85 million, 1958--61; most of the financing went to Westinghouse).
This last project was the most interesting from the technological point of
view: despite the wrong name, the project was aimed at the exploitaticn of
the “bulk effect’ (the possibility of exploiting bulk silicon material in order
to perform in various parts of its structure the tasks of switching,
amplifying and rectifying). ICs proved to be a more viable alternative. (cf.
Braun and MacDeonaid, 1978; Kleiman, 1977). : -

. Cf. Freeman ef al. {1965). The distribution of sources of R & D and of

patents for some clectronic companics was as shown in table 2.13 overleaf.
Although ‘firms might tend to ascribe relatively few patents to the
government development contracts and many of those ascribed to their
own R & I might owe a good deal to knowledge acquired on government
work’, military supported research seems a very expensive form of
stimulating inventions. Freeman er al. (1965 p. 73).

. For in-depth historical accounts of military projects, see Goliding (1971);

Braun and MacDonald (1978); Wilson er al. (1980).

. Source: A. D. Little, quoted in Freeman (1974).
. Peck and Scherer (1962}, )
. See Mowery (1978). He argues also that in the era of ICs, the strive towards
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“TABLE 2.13 Government R and D and patent applications of'some' US firtas

Government Privately s
Sales to . R & D contracts Sunded - Patent -
Firm - governments . 519 R & D applications, 1951-9
A No. Value Sm  Total no. No. on
: $m ' Government
work
RCA. 20 566 275 324 5513 244
Raytheon 59 355 325 38 780 376
Motorola R 425 713 54 - 572 3]
Texas Inst. - 52 : 40 12 0 38 ng 19

SoURGE Freeman et al. {(1965), quoting US Senate Proceedings, 1961 and Reports of

89,

91.

92.
a3.

94,
95s.

96.

Cnn_'npanies (the figures refer to total company activities and not only
semiconductor or elecironics). S : .

Etgndardisation has significantly decreased. We will come back to this issue
Between. 1956 and 1958, for instance, ‘Contracts for a total of thirty different
types of germanium and silicon transistors were placed with about one
dozen of the major semiconductor companies, and this helped some of
theseto gain  foothold in the-industry’, A. I, Little, queted in Freeman
(1974)." A detailed account is in Golding ( 1971).

. Tilton (1971) supports an explanation of the American suceess in terms of

these variables. - R :

Freeman's  analysis ‘of the pitfalls and inefficiencies of military-based
innovation. policies in terms of the economic system as a whole is still
crucial, cf. Freeman et al. (1965). R

On the diffusion processés in semiconductors, cf, Golding (1971); Tilton
{1971); Finan (1975). See also Chapter 3. : o

This makes the technological fali-out from military to civilian applications
less important and more difficult. This divergence ‘between the two
trajectories, which undoubtediy exists, must not be exaggerated: successful
producers did not-seem to find great difficulty in serving both military and
civilian -markets, The argument, of course, does not apply to firms —
generally medium/small ones —which specialised in VYery customised
military applications. On these issues see Sciberras {1977).

See Truel (1980). ‘

Many times Japan is considered a ‘special case’ to be explained through ad
hoe hypotheses. The Japanese semiconductor mdustry shows in the fifties
some relevant similarities with the European one. The role of the poficies,
though, has been extremely different. and this, as we shall see, contributes
to explain very different end-results. See below.

For our purposes here it does not matter very much whether big companies
were valve producers or not, What is relevant is their size, their capability
and willingness to undertake a wide range of R & D prajects, and their
technological level in this field. For other purposes {such as the analysis of
the rate of diffusion of innovation) the category, used for example by
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- Tilton, of ‘receiving valve producers’ is important in comparing the

97.

98.

99.

-willingness of the latter to substitute new devices (semiconductors) for old

devices (valves) which they already produced (many times with high profit
and big market shares). In our context, T1 or Fairchild are considered in
the sixties as big established firms, although they have never been valve
producers. . - :

"This feature has been well indicated in the literature as one of the

characters of the European scene, cf. OECD, (1968): *The decision to enter
a new field like semiconduciors was taken essentially by the leaders of the
tube industry. The decision resulted to some extent from financial
possibilities and to a much farger extent from the firms’ realisation that
these new technologies were important ones, and that-they should be
pushed rapidly. In other words, the question was essentially one of
judgment, both business-wise and technology-wise’ (OECD, 1968, p. 97).
Philips is said to have manufactuted the first transistor just a-few weeks
after Bell's announcement, owing to his significant research in this field.
Tilton (1971) disaggregates the innovations, with respect 1o the period of
first introduction, between 8 innovations which occurred in the 1950s and
5 which occurred in the 1960s, The average lag (in years) between the USA
and other advanced countries is the following: :

UK France  Germany Japan
First 8 innovations 2.6 30 24 3.4
Last 5 innovations L6 2.6 30 1.2

The data highlight that the lag did not increase, and might have even
slightly decreased. Statistical analysis shows that the values for the two
periods are not significantly different from cach other except for Japan.

- The refationship between technical progress in components and competi-

tive edge in electrontc capital goods has been analysed in detail by Freeman
et al. {(1965).

- 'In particular, Nelson and Winter (1977, 1978, 1980). See also the very

stimulating work by B. Klein (1977).
See below, Chapter 3.

. Nelson and Winter {1977a}; Nelson (1980).
. For example, this is the hypothesis underpinning part of Tilton's analysis:

‘.. ..in the analysis here the interest is . . . the relative contributions of
different countries to this rate (of innovation). Because of the rapid and
widespread dissemination of technical research through scientific journals
and other media, the level of science is roughly the same in all industrially
advanced countries. Consequently, demand conditions are primarily

" responsible for the differences among countries in introducing and

diffusing new semiconductor technology”. Tilton (1971, p. 126, footnote 16},
It seems to us that there is not such an easy correspondence between
scientific knowledge (which is transferable through a beok) and manu-
facturing capability. A manager of an interviewed firm was quoting the
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example of the transfer-inside the same company.of certain aspects of IC5
manufacturing technology as being difficult and requiring the exchange of
technicians for jong periods of time. This is an extreme exampie pointing at
the -existence of wide inter-company and international technological
differences. : -

It is interesting to consider the example of Philips, the biggest European
semiconductor producer. As mentioned, Philips was 2 successful producer
of germanium discrete devices, in the fifties and sixties, mainly for
consumers’ electronics and instruments applications. On: that tech-
nological trajectory (discrete germanium devices) it was on the tech-
nological fronticr, but it did not push at all in other directions (silicon, etc.).
Therefore it was left far behind in (silicon-based) IC technology and did not

-perceive the potentials of those technologies until the mid-sixties: In the

late sixties it “decided’ to enter the field; even to a firm with its financial and
technological resources, it took almost ten years to shorten the lagin ICs’
technology. In addition to a substantial R & D effort, that strategy
involved the purchase of the fifth American producer, Signetics. Now,
Philips can be considered technologically fairly strong in bipolar ICs, but it
still lags behind in MOS technology, the fastest growing segment of the
market and the most promising in terms of future advances. This picture
(with, on the average, much darker colours) characterises all European
industry. :

Nelson and Winter (1977a} and (1978) introduce this hypothesis in their
simulation models regarding the innovative output of each single firm,
given a certain technological frontier for the industry.

Golding (1971} .

Golding (1971); Tilton (1971). ]
Of course, this applies from the point of view of the economy as a whole,
but is not necessarily 50 from. the viewpoint of the military itself, and not
even from that of each individual firm in the industry, which generally
found military contracts rewarding and profitable,

Here, of course, the big problems of the economic capabilities of each
European country, the absolute size of its military market, the minimum
R & D thresholds, etc., would come into play. _ ‘

An engineer in a- European firm (involved in the military government-
financed field) told us that on many occasions their design division fought
to buy American-made commercial devices instead of the in-house custom-
produced ones, for the higher reliability of the formers (this was happening
as late as the beginning of the seventies).

It is quite understandable that pressures o increase military markets have
been shared by most European firms. Feeling relatively weak vis-d-vis the
competition from overseas, they have usually supported the expansion of a
market in which the rule is generally ‘to buy national and where the
government operates as risk-taker and guarantees positive returns. As we
tried to argue, it is not cbvious that this results in an improvement of
national technological capability. It has already been mentioned that, in the
seventies, even American companies have been more cautious about it
Facing the relative divergence between the military technological trajectory
and the civilian technological trajectory, they have sometimes been
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reluctant in accepting huge military contracts, if the latter risked cutting
them off from the main stream of technical change in the (bigger and faster
growing) civilian market. - : _ .

There have been policies which indirectly affected the structure of the
industry through merger and rationalisation policies {especially in France),
but no explicit innovation and technology policy, o

Here we are focusing on the technological performance of European
companies. The next two chapters will analyse its effect upon commercial

‘competitiveness.

The European weakness in components is not, of course, the only canse of
the European refative failure in computers. It has been an important factor,
though. On the relationship between semiconductor components and
computers, cf. Freeman et al, (1965); Sciberras, Swords-Isherwood and
Senker (1978); Truel (1980); Ernst (1982),

Hitachi, Toshiba, Matsushita, Nippon FElectric, Mitsubishi Electric,
Fujitsu. A partial exception was Sony, a medium firm, which first
introduced transistors in Japan, and another, Kobe Kogyo, a small valve-
producing firm. See Tilton (1971 pp. 136-42).

Pablic policies in Europe are analysed at much greater length in Dosi
{1981a). . :
However, it is somewhat ironical that public authorities had some
uncertainties in recognising the new industry at the time when Sony wanted
t0 acquire the transistor technology at the very beginning of the fifties.
See again Dosi {1981a) for a discussion. :

Of course, also in Europe, practices of licensing and cross-licensing were
not uncommon. A big difference is apparent, though, between these and a
provision of automatic diffusion of technology licensed from abroad to ail
Japanese firms. Technology licensing agreements from a foreign to a
Japanese firm were not on a firm to firm basis, but on a firm te industry
basis: a foreign company had to make its technology available to all
Japanese firms. See Tilton (1970); Altman and Cohen (1977); Goode
(1978).

To give an example, until 1974 each import above a certain quantity of ICs
needed authorisation by MITI. Western companies suggest the existence of
informal but strict controls implemented through the mentioned inter-
relationship of government/companies. Japanese production and. con-
sumption of semiconductors was (and is} fairly concentrated and contacts
with the government are rather close. Furthermore, Japanese electronic
companies are vertically integrated, so that producers of semiconductors
are also the biggest users. It is easy, therefore, to decide, together with the
technological goals, also the import targets consistent with those goals.
Tariff barriers on the contrary were relatively low,

On the basis of the Foreign Capital Act (1949}, the government could veto

-any {oreign investment in which foreign interests had a majority share, and

prevent any foreign bid for existing Japanese companies, Tilton (1971
p. 146--7), tells the interesting story of the efforts of TI to establish in the
early sixties a Japanese subsidiary, curbed by the government. TI, in
response, refused to licence its ICs technology. The Japanese answer was to
slow down the recognition of TI patents and to allow their imitation. A
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compromisé was finally reached in 1968, when the Japanese, fearing US
retaliation on their slectronic exports, allowed a 50--30" joint venture
between T1 and Sony. By that time, Japanese firms were already in the ICs
business. - B o - :

For an assessment of Japaneése economic performance cf. Chapters 3 and 4.
OECD (1968 p. 177), gives a verylow and hardly befievable figure for R &
D as percentage of Japanese sales in semiconductors (2 ¥ in the mid-sixties,
Source: Japanese reply to OECD checklist). On the other hand, European
figures are much higher. France is at 16%. From Golding’s data we may
estihate that in-the UK (1968) it was slightly below 15% (industry-
performed R & D). Even allowing a prudential figure fof Europe of 109/
and assuming for-Japan some 597, Japanese R & D expenditure (in

-absolute terms) should have fallen short of half the European one.

An interest, on the side of public agencies, was shown since the early sixties
by-the military {especially in UK and France}. Furthermore, the com-
potient sector was locked at in relation to the concern for the computer
industry. It did not obtain, howevet, an attention in its own right. cf. Dosi
(1981a). ' : :

The Japanese institutional set-up is analysed in depthin G. C. Allen (1981).
One can find an illustration of the nature of the Japanese ‘social bargain’
between the various social actors and their weltanschauungen in the
fascinating study by Dore (1973). ’

An excellent up-to-date and thorough analysis of the latest semiconductor
development (until 1981) is in Ernst {1982). We refer to that study for all
the evidence on the recent trends in technology which are discussed here in
their broad features. Many of the conclusions reached independently by
Ernst’s study on the nature of technical change in the 1970s are very similar
to ours. :

Not surprisingly, this view leads to the argument that ‘untraded relation-
ships” between users and producers are not very relevant and that
international technological imbalances in semiconductors do not affect the
technological level of downstream sectors. As we shall see, this may not be
the case. See also Maclean ( 1973); Sciberras (1980): Truel (1980);
Ernst (1982). B

This comparative analysis of ‘custom’ and standard circuirs is drawn from
Maclean {1979),
For a detailed account see Ernst {1982). : e

The development of the first microprocessor is an example of the interplay
between trends in the technological trajectory and user—producer relation-
ship: it emerged from the arrangement between Busicom, a Japanese
consumer ¢lectronics company, @nd Intel, aimed at the production of a
complex IC. MPU was, to some extent. a non-looked-for outcome of the
technological effort in a defined technological direction.

One can easily see the consistency of this argument with von Hippel's
hypothesis of ‘user's determined’ innovations; cf von Hippel (1976) and
(1977). We refer essentially to industrial users and not to consumers.
For an in-depth discussion, cf. Ernst {1982).

Not only the kind of market assumed by the orthodox economic theory
which, in our view, hardly exists, but also the ‘real’ market; the one where
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consumers’ preferences do not count very much, where the supply sidp is
very important, constant or increasing returns are the rule, technical
change is a fundamental variable and does not follow any well-behaved
function, firms have different degrees of oligopolistic power, income
distribution is socially determined, etc,




3 Technical Change and
Industrial Transformation:
The Patterns of Industrial
‘Dynamics -

In the previous chapter, we have been trying to assess the determinants
and the patterns of innovation, suggesting the existence of quite general
procedures and directions of technical progress. The mode! based on
technological paradigms and technological trajectories helped us in
mterpreting these broad regularities in the innovation process. We must
now look more closely at the relationship between the patterns of
technical change, on the one hand, and industrial structures, on the

other hand. The task has to be twofold: one must try to assess first, the-

conditions which, on behavioural grounds, normally induee the com-
pany sector to innovate, and, second, the effects of technical change on
the evolution of industrial structures.

A rapid pace of technical change, both in terms of product and
process innovations is obviously bound to bring about significant
changes in the demand for the various products (old and fdew ones) in
unit costs {for each product, each company operating in the market and
the industry as a whole), in the importance of economies of stale,
technological discontinuities between firms, etc. Furthermore it is likely
that, given different innovative capabilities of existing firms and new
entries, market shares and degree of concentration will change through
time. Prices (their levels and their changes) are influenced by all the
above variables (demand, costs, market structures). Moreover, the
change in the structural conditions of an industry interact with changes
in the pattern of behaviour of the companies.

We will follow our usual procedure of first undertaking a theoretical
discussion of the relationship between technical change and structural
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change, followed by the analysis of the evidence from the semiconductor
industry. - - . : . e
Two issues in particular will receive a thorough examination. The first
one is the possible existence of regularities inthe competitive patierns of
an industry. which-undergoes changes in the technigues of production
and in the nature of the manufactured commodities, This implies also
some discussion of the ‘rationality criteria’ of decision-making under
conditions- of technical change. The second major issue concerns. the
relationship between the nature of technical change and the perform-
ance-indicators -of  an :industry. We shall :focus especially-on two
variables, namely trends in productivity and prices. It can easily beseen
how any model of productivity changes and pricing behaviour bears
important implications, not only in terms of the theory. of industrial
economics, but also for the macroeconomic analysis of the effects of
technical change on aggregate rates of activity, emiployment and income
distribution at which we will hint in the conclusions (Chapter 5).

3.1 OPPORTUNITIES,-INCENTIVES AND CONSTRAINTS
TO TECHNICAL CHANGE :

Technological Opportunity, Cummulativeness and Private
Appropriability ' : -

The mode} of technical change we have outlined in the previous chapter
must now be linked to the nature of industrial dynamics and the
behavioural mechanisms at work in the company sector of the
economy.! Let us start from a very obvious but nonetheless important
statement: The company sector in capitalist economies will generally
undertake innovative activities if the lafter involve some expectation of
economic return, or if the lack of such activities involves the threat of the
loss of some present economic benefits, or both. This idea clearly
underpins the theoretical treatment which in industrial economics goes
under the heading of ‘innovation and market structure’. Different
market structures are supposed to yield different incentives of
innovation. Before discussing the existing models on the subject,
however, let us first outline a theoretical framework aiming at a
sufficient interpretative generality.

The features of technological advances suggested above will help usin
relating together three concepts which are sometimes found in the
literature, but are rarely given the attention they deserve,? namely
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(a) cumulativeness of technical progress, (b) technological opportunity
and, (¢) private appropriability of the effects of technical change.? .

We have already hinted at the non-randomness of technological
advances. In a strong form; this feature of technical change, ‘together
with learning-by-doing, might lead to significant cumulative effects at
the level of a company and/or of a country’s industry. Of course,
different technologies and different industries show different degrees of
cumulativeness. A cumulative pattern of technical change implies that
time profiles of innovation (and/or speed of imitation) broadly respect
the initial innovative ranking (either among companies. Of. among
countries). It can be easily seen how this feature relates; in an inverse
function, .with the possibility of inter-company and/er international
diffusion of technology. S la

It was suggested above that a technological paradigm also de-
termines, together with the ‘dimensions’ which define progress,® the
scope (the ‘potential’) of innovations ‘and improvements® ‘and the
easiness in the achievement of these improvements and innovations. It is
intuitive that the technological opportunity in electronics is much higher
than in, say, clothing, but this quite obvious fact is generally neglected or
ill-treated, as we shall see, when dealing with the relationship between
industrial structures and innovative activities.

Most of our discussion so far has concerned the features of, and the
necessary conditions which lead to, technical progress. On the other
hand, the incentive which drives the business sector towards innovation
and/or imitation relates to the economic benefits stemming from it {or -
which is basically the same - the insurance against econotnic losses which
would be incurred if some other company, other than that in question,
would appropriate the innovation). For any given perception of the
technological opportunity, the economic benefits accruing to an inno-
vator (or fast imitator) should be proportional to the degree of private
appropriability of the innovations and of the ‘externalities’, which are
often associated with the innovative activities {such as differential
expertise, know-how, knowledge). It can be clearly seen how private
appropriability is related to cumulativeness at company level: if innovat-
ive capabilities are serially correlated through time within each com-
pany, the economic advantages stemming from innovations are likely to
be reproduced through time, too. Technological opportunity and
private appropriability represent the interlinked conditions for the
innovative activity in market economies. Note that the former may be
considered as a necessary condition, but by no means a sufficient one. It
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1s the latter which defines the degree of commitment of companies to the
innovative activity, for any given level of opportunity.

Market Structure and Innovation: The state-of-the-art in
industrial economics

The literature on the ‘economics of innevation’ that we have discussed in
the previous chapter concerned mainly the determinants -and the
directions of technical change. Empirical studies focused primarily on
single innovations and why and how they were brought about.
Parallel to this strand of analysis, however, a considerable streari of
work has developed within industrial economics. This work has been
concerned implicitly or explicitly, with the incentives leading to different
degrees of commitment to innovative activities. This second stream of
thought, both in terms of theory ~following Arrow’s contribution
(Arrow, 1962) —and in terms of empirical analysis (see the seminal
research by Mansfield?), developed to a large extent independently from
the ‘economics of innovation’ questions. The empirical tests have been
-generally carried out through econometric analyses at industry hwet.f in
the attempt ‘to explain’ the cross-industries’ and/or cross-companies’
variance in some proxy of innovative activities (generally R & D
expenditures or, less frequently, R & D employees or patents) through
some structural indicator such as firms’ size and industrial concen-
tration,® . ' : ' :
We will start then by trying to make a critical assessment of this
formalised ‘market structure and innovation” approach, beginning with
the hypotheses and the foundations underlying the empirical studies. A
thorough overview of the latter, surveying and discussing the maior
studies is in Kamien and Schwartz {1975) and {1982). A detailed critical
discussion is in Momigliano (1981). Here, one will simply try to link the
problems emerging from the ‘market structure and innovation’ -ap-
proach with the interpretative suggestions of the previous chapter:
The ‘firm size—market structure’ approach to industrial innovation
has the great merit of highlighting two crucial guestions, namely (a) how
firms’ size affects firms’ capability and incentive to innovate, and
{b) what is the effect of industrial concentration upon the incentivy to
innovate. Implicitly, this approach assumes that the innovative activities
are undertaken as a function of the economic incentive related to them
and that the latter depends on some structural features of the markets.
More specifically, the hypothesis that large oligopolistic firms have a
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relative innovative advantage vis-d-vis smaller size firms is sometimes
referred to as the ‘Schumpeterian hypothesis” (see Scherer, 1970). We
shall discuss it in greater detaii below,

A preliminary problem of. this approach concerns the general use of
R & D indicators as a proxy for companies’ commitment to innovative
activities. This issue is discussed at length in Soete (1980): Griliches
(1980), and Momigliano (1981). It may be enough to stress that the use
of such an indicator presents two major pitfalls: .

(a) It is an indicator of input of resources committed to, broadly
speaking, innovative and/or imitative activities which is taken to
represent the outpur of technological innovations and imitation. Thus, it
embodies a strong assumption of linearity in the relationship between
the two. It implicitly assumes either the irrelevance of differences across
industries in technological opportunities® or that these differences only
refiect themselves in different R & D investments by firms belonging to
different industries.*© -

(b} It neglectslearning-by-doing and, generally, the cumulative aspects
of the innovative process, which obviously are not caughtbythe R& D
variable.t! '

One must admit, however, that availability of data may force R & D
variables to be chosen. These problems add particular caution to the
interpretation of the results.

Moreover, cross-industries’ studies suffer from a major drawback
related again to technological opportunity and private appropriability
of the innovations. If one goes to test a relationship between firms’ size
and (possibly) industrial concentrations, on the one hand, and R & D
intensities (for example R & D/sales ratios), on the other hand, on
samples covering the entire manufacturing industry, one rules out «
priori the likely effects of different innovative possibilities offered by
different technologies and different degrees of private appropriability of
the results of the research. The latter, to repeat, is likely to be one of the
crucial variables determining the incentive to innovate.

In some ways, the same deep-rooted idea, criticised above, of smooth
production sets (and thus of irrelevance of the nature of the technologies)
emerges again here, Thus these testing procedures assume that the only
differences in appropriability stem from size and market concentration.
As far as technological opportunities are concerned, even when some
proxies are introduced (sometimes in the form of pre-defined dummy
variables)'? these are quite rough indicators which —in our view — can
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hardly catch the inter-industrial variance in the scope.of innovative
possibilities, : S

Market Structure and Innovation: The Empirical Findings:

Empirical findings on the ‘market structure and innovation® question

- have been surveyed, as ‘mentioned, by Kamien and Schwartz (1975),

where one can find also a lengthy bibliography. In addition, Freeman
(1974) provides a thorough analysis of the relationship between
innovative activities and nature of the innovative units (and its change
over time). We will not, therefore, attempt any summary of the
discussion but only analyse some of the conclusions.” -

Keeping in mind the above reasons for caution related to the use 6f an
R & D variable as a proxy for innovativeness, all studies —not
surprisingly —find a strong correlation between R & D outlets and/or
some other measure of innovativeness (such as number of patents or of
innovations) and firms’ size. An interesting question, however, concerns
the nature of that relationship, whether it is linear, increasing more or
less proportionally, or whether it shows a maximum. This is sometimes
referred to as the ‘Schumpeterian hypothesis do big firms have a
comparative edge due to the "institutionalisation’ of research in their big
laboratories?** The question partly overlaps with the other concerning
the effect of concentration upon the incentives to innovate. It can easily
be seen that the answer to these two questions has impiications which
affect the very foundations of static microeconomic theory and general
equilibrium analysis. Suppose, in fact, that the relationship of in-
novativeness 1o size and concentration shows ‘increasing returns’. This
is tragic indeed for a neoclassical theorist, since it would imply that the
higher the divergence from static ‘Pareto optimality’ of the markets, the
higher aiso their innovative dynamism. As we shall argue below this may
be, partly, the case.’*

Empirical analyses appeared to have satisfied the anxious search of
economists for an ‘optimal’ size (or an ‘optimal” market concentration)
in that they appeared to support the hypothesis of the existence of a
maximum in the R & D intensity {or patents’ intensity) of firms in
relation to their size. For a very sharp argument in favour of this thesis,
supported by all the available empirical evidence, see Scherer (1965) and
{1970}). Morcover, the relationship between R & D and concentration
(once allowance is made for firms’ size effects) tended to show only a
weak positive (or sometimes insignificant) effect,’® or positive in some
cluster of industries and negative in others,'®
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Several methodological theoretical and empirical problems suggest
some degree of scepticism regarding these results: ‘ '

1. On methodological grounds, a high multicollinearity is fikely to exist
between firms’ size and the degree of concentration of the markets
they operaie in, so that whenever a test is undertaken on Cross-
industries analysis, it is difficult to assess what is the true influence of
the ‘size’ and the ‘concentration’ variables, respectively, :

2. Within highly international markets, the degrees of international
concentration of the industry are likely to have at least as much
influence as the domestic ones. - . _

3. The crucial neglect of the ‘technological opportunity’ variable has
been discussed above. Even when some proxy for it is introduced into
the estimates, its roughness can hardly catch the effective itifluence of
that factor which is likely to have a powerful influerice upon firms’
willingness to undertake innovative activities, quite independently
from their size or the degiee of concentration of the markets they
serve. _ _ '

4. As for the existence of a maximum in the correlation between firms’
size and innovativeness, at the level of each industry, the evidence
used by Scherer (1965) and (1970), is quite convincingly challenged
by Soete (1977) and {1979), with estimates on more recent and more
compicte data. Socte finds that R & D concentration ratios are
steadily higher than sales’ concentration ratios, and that within the

industries analysed, eleven support the hypothesis of ‘increasing R &

D propensities’ in relation to size,'” three suggest decreasing
propensity and for the other three there appears to be no conclusive
evidence.!®

However, the empirical evidence which is used to support the
verification of the wrongly named ‘Schumpeterian hypothesis’ may in
fact be interpreted in a quite different way. Suppose that we do find an
inverted U-shaped function relating, in a cross-industries examination,
‘innovativeness’ and firms’ size (or concentration), This evidence would
be traditionally used to say that innovativeness is a positive function of
firms’ size (or concentration) only until a certain (‘optimal’) level. That
level would then be used also in a normative sense, to guide anti-trust
policies, etc. Suppose. however, that (a) the degree of ‘innovativeness’
(as measured by any input or output indicator) is 4 negative function of
the “technological maturity’'® of an industry; (b) that concentration is,
among other things, a positive function of past innovativeness and of
technological maturity, and (c) that for any given technological
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maturity, ‘innovativeness’ is a positive function of firms’s size.2® The
interplay between thesc three factors could explain an inverted
U-shaped cross-sectional estimate, even if - as from point (c) — the ‘true’
relationship between firms’ size and innovativeness shows.‘increasing
returns’. _ : :

These problems raised by the empirical tests concerning the shape in
the function relating market structure and degree of innovativeness, hint
at a major issue: market structure {including in this instance firms’ size
and concentration) cannot be considered as an independent variable,
since it is as much a function-of past innovativeness, past technological
opportunities and past degrees of appropriability of the innovations, In
other words, market structure has to be fully treated as an endogenous
variable.

3.2 THE INTERPLAY BETWEEN TECHNICAL CHANGE -
AND INDUSTRIAL STRUCTURES -

Innovativeness and Oligopoly

Market structure is a function of the patterns of technological change at
least as much as the latter is a function of the former. On historical
grounds, this feature of the industrial sysiem is quite well recognised in
several taxonomies suggested in different theoretical contexts: product
cycle and technology gap theories in international trade,?' Abernathy
and Utterback’s theory of the development of a technology in relation to
the forms of industrial organisation?? and B. Kleins analysis of
‘dynamic competition’,®? all suggest the existence of different industrial
structures corresponding to different stages in the development of a
technoiogy.

The argument developed in the previous chapter appears to be of
some help in analysing the nature of this relationship. The distinction,
introduced earlier, between emergence of new technological paradigms
and ‘normal’ progress upon established technotogical trajectories is
likely to correspond 10 quite different structures of supply. In the first
phase, the fatter is likely to be quite fluid, often characterised by a high
rate of birth and mortality of new ‘Schumpeterian’ companies, enjoying
temporary ofigopolies on clusters of innovations (e.g. the car industry
between 1880s and 1920s, the electromechanical industry in the final part
of the last century, the aircraft industry until the Second World War, the
semiconductor industry, as we shall see, throughout the 1950s and
1960s, and quite possibly bio-engineering today).
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In the second stage, whenever technological trajectories show .cumu-
lativeness and strong private appropriability, a more stable oligopolistic
structure is likely to develop, production and exploitation of technical
advances become much less divorced and technical change bccomes
itself part of the patterns of ‘oligopolistic competition’, :

Note that both phases are characterised by some form of oli gopoi:snc
power. In-the first phase oligopolistic positions mainly relate to
differences between firms in their innovative/imitative capabilities,
to*dynamic economies’ associated with them (learning by doing) and to
the pre-emption of the markets generally induced by major early
entrants. In the second phase oligopolistic power is likely to stem also
from rather stable entry barriers {cumulativeness of technological
development may be one and ‘static’ economies of scale may be another
one).

The possibility of enjoving temporary monopolistic positions (and/or
long-run oligopolistic ones) on new products and processes appears 1o
act as a powerful incentive to the innovative activity. The perspective
differential advantages accruing to successful technological and market
leaders, in our view, are likely to influence and stimulate the process of
innovation much more than the ex-ante market structure as such.

The existence of big firms and high degrees of concentration appears
to be positively related to-a high past technological opportunity and
high degrees of appropriability (i.e. high difficulty in the imitation) of the
innovations (see Nelson and Winter, 1978).

On the other hand, an a priori expectation on the effects of
concentration and market power on the patterns of mnovation-based
inter-oligopolistic rivalry is difficult to formulate 24

For any given level of technological opportunity the two vanables
affecting the inpovative attitudes of companies may be considered the
‘catrot’ (appropriability) and the ‘stick’ {dynamic rivalry). As far as
the latter is concerned 1t is difficult to draw precise hypotheses on the
patterns of oligopolistic rivalry from the neoclassical (‘maximisation’)
paradigm. The reader is invited to see-Needham (1979) for a refined
discussion of oligopolistic R & D behaviour which, however, cannot
avoid rather indeterminate conclusions similar to those related to pricing
under ofigopolistic rivalry (cf. Sylos Labini. 1967). In actual fact the very
existence of -oligopolistic structures implies that each actor on the
market has the possibility, through its actions, of affecting both the
environmental conditions and the outcomes of the actions of the other
actors. In our case, if one sticks to the simple maximisation paradigm,
the decisions about the amount of investment in innovation and
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imitation are bound to take into account rival reactions. Thus; the form
of the expectations about the latter are essential in determining the
behaviour of each company. Very little, however, can be known a priori
about the nature of these expectations. The question is similar to the
conjectural aspect of price and quantities adjustments under rivairy. The
problem is at least as old as Cournot’s duopoly modek: if one firm fixed
ati ‘above-pure-competition’ price, will the others adjust their quantities
to-keep that price? In other words: (a) are rivals’ reactions adaptive or
not? {byareexpectations of rivals’ reactions adaptive or not? As we shall
see below, only the institutional investigation of possible behavioural
regularitics under conditions of technical change can avoid the in-
determinacy of such a world of expectations. -

Let us summarise a few prowsmna! conclusions from thls brief
overview of the state-of-the-art in this field:

1. Market structure and firms’ size are endogenous varxables which
depend also on the nature and rate of technical progress. _

2. High technological opportunities and high degrees of private ap-
propriability, other things being equal, lead to big firms’ size and high
degrees of concentration.?®

3. The same considerations apply to the degree of cumulativeness of
technical progress. It can easily be seen that this property is quite
intuitive: a firm is likely to be big because it has been cumulatively
successful in its innovative activity. If ‘technological opportunities’
have been high, its competitive edge over other firms will be
considerable and acquire it a big market share, which in turn leads to
high degrees of market concentration.

4, Market concentration and market power®® in addition to being a
result of past technological developments, influence current inneva-
tive incentives in so far as they affect, first, the appropriability of the
innovations {one would expect that the latter is positively related to a
firm’s market share and in general to the concentration of the
industry), and, second, the patterns of oligopolistic rivalry.

‘Reverse Causation’ between Technology and Market Structures

Let us turn to the account given in both empirical investigation and
theoretical modeliing to ‘reverse causation’ (Nelson and Winter, 1980b)
or ‘inverted’ relations (Momigliano, 1981) between technical change
and market structure (from the former to the latter).

The little attention paid in empirical literature to the question is quite
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surprising and might be partly explained by economists” reluctance in
approaching an issue which almost certainly implies the absence of an
identical production function for all firms in anindustry (even moreso if
technical progress is cumulative at firm's level), and the existence -of
more or less permanent (i.e. structural) oligopolistic positions of some
companies, whose ground lies within the same nature of technical
progress. One of the few notable exceptions is the seminal work by
Phillips (1971), concerning in its empirical side the aircraft industry, but
with a-theoretical scope which goes beyond a singular sector study.2?
The study suggests that differential advantages-for first-coming firms,
which are stable through time due to technological cumulativeness, yield
to a strongly concentrated cligopoly. Lo

At an empirical level one notes that only a part of the total number of
innovations introduce radically new products and give rise to a
completely new industry. Even in these cases {(which we called above the
emergence of a hew technological paradigm) the new commodities are
also likely to be substitutes for some existing products. Innovations
often imply a powerful process of substitution between new (or
improved) and old commodities. This process of ‘creative destruction’,
in a Schumpeterian terminology, is associated with a changing relative
balance between companies (and often also between industries): com-
panies that have been successful in innovating and/or commercially
exploiting the innovations grow more rapidly and increase their market
shares relatively to laggard companies (the latter may eventually even
die). A very similar process may be associated with process innovations;
changes in the cost of production of the innovating company is likely to
disrupt the basis upon which the previous distribution of produced
quantities among companies was organised, putting the Jnnovating
company in a more favourable position to increase eutput and market
shares by means of price reductions. These dyvnamic processes are 4
crucial part of the process of industrial transformation induced by
technological innovations. '

At a theoretical level one finds two quite different approaches to
modelling. The first approach is that of some recent sophisticated and
formalised attempts to make market structure endogenous within
models which maintain assumptions of equilibrium and profit for
maximising firms (see especially Dasgupta and Stiglitz (1980) and Futia
(1980) ). The study of the properties of the model is then undertaken in
terms of comparative statics (in the former case} or comparing
equilibrium growth paths (Futia). Dasgupta and Stiglitz show the likely
non-optimality of market allocations to innovative activities, In many
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ways, these models push the neoclassical paradigm to its extreme limits
and prove (the former in particular) that whenever some realistic
features of the innovative process are introduced into the assumptions,
the characters of optimality of textbook market adjustments tend to
disappear, This is all the more so-when the properties of these models
come nearer to the sort of account of the “stylized facts” and hypotheses
outlined above. We still have some doubts, however, on their capability
of describing what actually happens throughout dynamic processes of
innovation and structural change: the assumptions of instantaneous
adjustments in prices, quantitiés and number of firms might turn out to
be morethan simplifying (and in this respect ‘neutral’) devices and might
prove to be essential to some of the conclusions of the models. In other
words, relaxing these assumptions may yield to a quite different vision of
the process of industrial adjustment under conditions of technical
change. B S S

With respect to this question, note that the innovative process implies
almost by definition disequifibrium (including ‘excess profits’). Thus it is
very difficult to describe itin terms of comparative statics or equilibrium
growth paths, which are based on equilibrium assumptions.?®

A much more ambitious and, in our view, much more fruitful
approach is the one recently put forward by Nelson and Winter.2% It
seeks to undertake a radical departure from traditional assnmptions,
and to suggest an evolutionary model of industrial structures under
conditions of technical change which undoubtediy maintains a genuine
Schumpeterian flavour. Among the features of their models one finds
the following: ' : o

1. Firms undertake innovative/imitative activities as a function of their
size and of their position vis-d-vis the companies ‘on the frontier’ (for
any given characteristics of the technology).

2. Market structures (numbers of firms, firms’ size and concentration)
are endogenous.

3. Probabilities of innovative suceess for each firm are serially cor-
related through time. Thus, so are firms’ rates of growth,?°

4. Successful firms are allowed to enjoy ‘above-normal’ unit margins
{and profits).

5. Concentration is a positive function of technological opportunity
and of the difficulty in imitating innovations. '

6. A strong exercise of market power by the leading firms tends actually
to limit the growth in concentration,*!

One can easily see the close correspondence between these features
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of Nelson-and Winter's models and the ‘stylized facts’ we described
above as being central to the double relationship. between industrial
structure and technical change.

As will be discussed again below, Nelson and Wmter also suggest a
hypothesis of firms’ behaviour which implies behavioural rules and
changes in these rules more akin 1o a biological evolution model than to
maximisation procedures within known sets of choices and outcomes.
Unfortunately, a Jot of work has still to be done in.order to test the
model properly (see Levin (1981) for the only. attempt we are aware of,
and based on guite aggregate data). Nonetheless, Nelson and Winter’'s
simulated model must be considered as embodying a powerful heuristic,
which the reader is invited to keep in mind when we consider the
dynamics of companies interactions and changing industrial structures.

Inter-firm Asymmetries as a Permanent Feéture of
Indostrial Dynamics

We - have already discussed in the previous chapter thf: permanent
existence of asymmetries between firms (and between countries) in terms
of technological capabilities, degrees of innovativeness and imitative
swiftness. These asymmetries —as we have just argued --are a prime
factor in changing market structures and market shares of individual
firms 32

The importance can hardiy be overestlmated First, they are funda-
mental variables which determine the dynamics of the system. Secondly,
they bear a strict relationship with one of the basic regularities in
behaviour of individual companies in market economies. Let us start
from the first question.’

Some kind of private appropriation of the economic benefits of
innovation is, to repeat, a necessary condition which general!y _Tep-
resents the incentive to undertake innovative activities in. the company
sector. Appropriation, almost by definition, implies technological and,
more generally, competitive differences between firms: the latter clearly
try to innovate in order to sell new or better products than their
competitors, have lower production costs, or both. Moreover, time isan
essential element of the process: market pre-emption is associated with
different relative degrees of success in innovation imitation.

This process, which is often referred to as ‘Schumpeterian com-
petition” (see especially Schumpeter, 1919) involves an adjustment
mechanism which is radically different from the process implied by
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neoclassical microeconomics.*? Inthe latter,.disequilibria in:the comn-
modity markets generate variations in prices and quantities for given and
generally uniform technologies. In. the former, imitation and tech-
nological diffusion tend -to decrease .inter-firm technological -asym-
metries (and thus:decrease also the ‘extra-profits’ of early innovators).
Moreover the adjustment takes place in real time. In a ‘Schumpeterian
world’, the crucial adjustment mechanism occurs via changes in
production techmigues. and in products Throughout * the proé:ess
changes in ptices and quantities do certainly occur, but they are, in the
first instance, a by-product of changing conditions of productmn and
not a result of the fact: that markets are not cleared. -

“As known, this” image of the competxtxve process underpms the
Schumpeterian theory of innovation and growth, That same 1mage,
however, is not very distant from the mlcrofoundatmns zmphcu in‘the
dynamic theory of somme classical economists (Smith and Rlcardo) and
explicit in Marx. Even if it is not possible to -analyse here with any
satisfactory depth the conceptions of competitive markets held through
the history of economic thought, it is worth: noticing that the permanent
existence of inter-firm lechnoiogical differences is compatible, in the
tradition of classical economists,3* with the existence of -market
conditions which are defined as ‘free competition’. We are forced to
wonder: in this context;: where can we draw the linc between a-‘free
competitive” environment which is nonetheless characterised by the
permanent existence of ever-changing monopolistic/oligopolistic pos-
itions,and an unmistakable oligopolistic envirenment? In other words,
in the dynamic perspective we are taking here, how can we define any
oligopolistic market structure?

One cannotionally see two opposite answers to that question. At one
extremie, it could be argued that oligopolies are a permanent feature pf
the dynamics of the system, so that a purely ‘competitive environment’ is
just some kind of ideal type set up by modern economic theory {with
hardly any descriptive role). At the other extreme, one could argue that
in a dynamic context most of the markets are ‘competitive’ in that any
single monopolistic/oligopolistic position tends to be eroded by tech-
nological diffusion, imitation and further innovations by other com-
panies. Part of the question is certainly a matter of definition. There is
more to it than that, however, and any substantive hypothesis on the
nature of the markets in the long run bears important implications for
the analysis of prices, margins, profit rates (and ultimately income
distribution).
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What is an ‘Oligopolistic Environment’? -

Throughout the first part of this chapter, we based our discussion on the
relationship between technical change and industrial structures.on what
we may call a weak definition of oligopolistic environments, Let us make
their.characteristics explicit:. S oo

1 Tecl_'_molpgica}_ differences (asymmetries) between firms in terms of
innovativeness, conditions of production or both are a crucial
consequence of technical change, . =~ - -

2. Individual firms (and their interplay) are able to, and do continuously
affect their environment through their actions. This implies also that
context variables are actually determined to some degree by com-
panies’ behaviour. e T

3. The capability of each firm of affecting the environment differs, as a
function of its position vis-g-vis the technological frontier, its size,
market share, etc. A corollary is that only some firms may have the

structural capability of being price makers.

4. Due to technological differences between firms (point 1), perform-
ance indicators and in particular productivity, profit margins and
profit rates permanently vary across firms. ' '

We maintain that these are rather general features of economic systems

where technical change takes place. These sets- of conditions are

sufficient to rule out the existence of the ‘pure competitive’ environment
suggested by neoclassical economics, whereby firms are reactive units to

a given context and prices are set through an auction-like mechanism.

The same set of conditions, however, is necessary but nor sufficient to

rule out the existence of a competitive environment in what we can
define the classical sense. By the latter we mean an environment whereby
the trend prices, margins and profit rates- gravitate around those
determined by the average conditions of production,? so-that, again as
a trend, differential oligopolistic profits: for the industry as a whole
average around zero.*® On the contrary, the existence of an oligopolistic
environment, in this context, implies a long-run positive differential
between the rate of profit in a particular industry and that rate of profit,
uniform across industries, which would have been established in
competitive conditions: we shall term this as the strong oligopolistic
hypothesis.

On purely theoretical grounds we do not face overwhelming dif-
ficulties in defining the competitive rate of profit: it can be represented by

that rate which solves a system of industrial interdependencies (4 /a
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Sraffa} once given the wage rate, and whenever the input coefficients of

the matrix are taken to be the average values for each industry.®” The

underlying ; behavioural assumption - is - that -inter-industrial capital
movements will tend to eliminate inter-industrial differentials in profit
rates. In actual fact, however, we cannot make counterfactual experi-
ments: we bardly know what the competitive rate.of profit should have
bzen and thus we do not know whether a.difference between the actual
and competitive rates of profit-exist.?®-One is therefore foreed 1o use
more indirect means of detecting the possible existence of oligopolistic
environments (in the strong version). :

As already mentioned, oligopolistic conditions, in the weak sense,
defined above, are necessary but not enough o generate permanently
above-normal profit rates. We are going to argue that sufficient
conditions often do exist and -are closely. related to the mature of
technologies and technical ‘change. Let us examine more. closely the
crucial property underlying the ‘weak hypothesis': despite continuous
inter-firm asymmetries, trend profitabilities correspond to the competi-
tive ones. In‘the last resort, that hypothesis states that capital mobility
and inter-firm technological diffusion cutpace or at least compensate for
oligopoly-creating effect of technical change. Moreover, there must not
be permanent size-related technological discontinuity between firms.

‘Whether this s the case in any industry is primarily an empirical matter.

A.priori,-however, one can easily define the conditions which allow the
existence - of ‘strong’ oligopolistic:environments. In particular, the
greaier appropriability, camulativeness and scale economies, the greater
will be the likelihood that trend oligopolistic profit rates would emerge.

Note that-we can state this hypothesis without making any assump-
tion on degrees of market power.*® To illustrate the point the reader is
invited to recall the example suggested by Sylos-Labini (1967, Chapter 2)
of three sets of firms, belongingto different size classes and permanently
characterised by different unit costs.*® Conversely, as we shall discuss at
greater length below, there can be one permanently inmovative firminan
industry containing also a group of imitative firms. In both cases we can
expect oligopolistic profits to emerge, independently from any hypo-
thesis on the market power of the leading firms. The latter, jointly with
demand. characteristics may affect the level of such an oligopolistic
profit, but not its very existence,

Appropriability and cumulativeness of technical progress and
scale economies. do not only affect profitabilities through entry
barriers*' but also—and perhaps even more so-—through mobility
barriers, 1o use a concept suggested by an important contribution



102 Technical Change and Industrial -Traﬁ.gformation'

by Caves -and  Porter (1977). In- other words, inter-firm asym-
metries are at least as important as barriers against potential new
competitors in allowing tabove-normal’ profits (in the sense defined
above). Pushing-in the opposite direction, one should not forget the
diffusive/imitative processes which are always at work jointly with intra-
and mter-industrial mobility of firms. The final outcome of the. two
opposite mechanisms depends -on the pace and nature of technical
progress and on related capabilities of individual firms to stabilise their
asymmetric position vis-d-vis actual and potential competitors.

Ratioﬁaiity Criteria and Structurai'kegtxlarities: A'Re-aséessmént
of the Relationship between Strutture, Conduct and Performance

‘The development of our argument on the relationship between technical
change and industrial structures led us quite far from the traditional
focus of industrial economics. One can easily see how our choice of the
variabies and relationships, deemed to be important, departed substan-
tially from the approach which is at the core of any texibook dealing
with prices, quantities, costs, market equilibria, etc. We feel the need to
state clearly where we stand with respect to traditional theory, since we
believe that the differences are greater than the simple fact that they
concern static ‘equilibria, while we have been discussing technical
change, dynamics, etc. There are indeed differences which relate to the
basic assumptions about rationality criteria, companies’ behaviours,
relationships between environment and behaviours. These points are
clearly the foundations of economic thought and would require a book
on their own on the philosophy of economics. However, we decided to
venture into this field partly as a thought-provoking exercisg and partly
because it seems necessary to spell out the assumptions which i inspire
and direct some of our arguments. We shall be forced to repeat also
many things which are well known to philosophers of social sciences.

\Iead_iess to say, we cannot aim at any satisfactory degree of thorough-
ness in our examination.

The basic paradigm of orthodox economic theory strongly implies
some kind -of razional solipism: a reactive decision-making takes place
whereby individuals try to maximise some objective function, given an
exogenous context and a known set of choices and outcomes.*? There
are three parts 10 these foundations of neoclassical economics, namely:
(a) the decision-making mechanism is basically reactive, {(b) the context
is exogenous, and (c) the set of choices and outcomes is known (or
probabilities can be attached to them). The first two points are clearty
interlinked and relate to the hypothesis of static pure competition, while
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the:third actually corresponds to a heuristic criterion of the kind: when
considering time and change, reduce the problem to a static -one; or
paraphrasing Nelson, assume that man is as omniscient as God.*? In the
last resort, the problems which can be addressed are limited to trivial
situations where the choice is obvious: it is simply a matter -of an
engineer-like exercise in which something has to be maximised under
constraints **

Fven leaving aside the. probiem of dynam:cs the very existence of
oligopolies, challenges the first two assumptions, since (a) it makes the
context partly endogenous, and (b) it prevents a one-to-one relationship.
between context and rational conduct. This applies also to a static
context {a context without technical change and growth) and underlies
the problem of oligopolistic indeterminateness:- unique conducts and.
performances cannot generally be deduced, within this- theoretical
framework, from:the simple knowledge of the context..On the other
hand ‘true’ dynamics {characterised by technical:change and limited
knowledge about the future) undermines the third assumption of a

" known set:of choices and outcomes,*® independently from the oligopoly

problem..

On the top of all this, probiems related to the role of orgamsauon&l
structures, information costs, decision and.implementation costs, €tc.
throw doubts on the adequacy of the assumption that an organisation
such as a firm is intimately simifar to a rational individual, even in a
‘static’ world, let alone a world characterised by technical change and
continuous transformation.®® '

The structure—«conduct%performance approach familiar to all
students of industrial economics, is a neat framework where the
relationship between features of the context, behaviours and outcomes
can be analysed.*” However, the hypotheses about the link between
structure and conduct (and thus performance) stand or fali together
with the rationality and decision-making assumptions this approach
embodies. :

Different ways out of the impasse can be conceived. The first oneisa
game-theoretical approach (in order 1o'deal especially with problems of
oligopoly and generally of inter-actionc).*® The field in which to play
games is practically unlimited: an almost infinite series of rules and
initial conditions can be notionally imagined and so also an infinite
number of PhDs and academic articles. However, since we are not toid
under which circumstances, which games are played, we are left with very
little interpretative power. If we are allowed a very ‘unscientific’ remark,
it seems to us that part of the rising success of game—theoretical
approaches lies in their philosophical foundation, similar to the




104 Technical Change and Industrial Transformation

traditional neoclassical one, whereby the basic image of the economy
(and of society} is something like a sum of.individuals or groups of
individuals who are seen as both normative and constitutive of the
economic system (or for that matter of society). As Nelson notes,
Robinson' Crusoe still lingers around (Nelson 1981). '

A more detailed investigation of the relationship between micro and
macro may be useful to introduce two other lines of enquiry into the
(a) behavioural regularities across firms, and (b) regularities into the
dynamic properties of the systems we are tryingto-analyse (i.e. economic
and technological systems). S

‘Micro’ and ‘Macro’: Regularities in Behaviours and Reguiafities
in the Directions of Change

The idea of a difference between micro and macro relates to the idea of
systems, and that systems are nof (because they are more than) the sum of
their composing parts. Even at the risk of bordering on philosophical
questions, we must spend a few words on these questions because they
underpin concepts such as ‘structural change’, ‘dynamic competition’,
and ‘evolutionary theories’. ' .

In his thought-provoking book on -dynamic economics, B, Klein
(1977ywarns from the beginning about the ‘fallacy of composition error’
which"is assuming . . . ‘what is true or seems to be true of the parts
(micro-behaviour) . . . to be true of the whole (macro-performance) or
what i$ true or seems to be true of the whole . . ; to be true of the parts’
(p- 21). The warning is necessary because — he convincingly argues —the
dynamic properties of the economic system cannot be extrapolated by
the micro-behaviour postulated by — in his terminology — ‘classical’ (i.e.
neoclassical) micro-theory, In particular, the innovative process cannot
be ‘simply predicted -on the basis of maximisation assumptions, of
behaviour. The idea of ‘systems® which change through time and whose
change is ‘something more’ than simple increases or decreases in the
value of unchanged variables, may be something fairly difficult to
understand if one strongly sticks to the Walrasian tradition in econ-
omics, but is necessary if one wants to construct a predictive theory (see
again Klein, Chapter 1 and 5). Certainly systems change through the
change of their parts, but each part is defined contextually to the system
and the directions of change of the system may be different from that of
each individual part.4® :

Above, we argued that the ‘rational-decision’ maximisation-based
framework is unsuitable to describe any acceptably general regularity in
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the relationship between structures, conducts and performances when-.
ever-the context is parily endogenous and changing through time. This
theoretical inadequacy is based essentially on two reasons. First, the
approach yields indeterminate results whenever some of the economic
agents maintain a degree of freedom in their actions and thus-also the
capability of ‘changing the world” with their behaviours. This in-
adequacy applies even under static conditions of no technical change.
The only account that the theory can provide of ‘multi-exit’ oligopolistic
environments -are. complex conjectural models where basically every-
thing can-happen. In comparison, the wheels and epicycles.of pre-
Copernican astronemy look very simple: at least planets were not
allowed to change course according to their own conjectures on where
the others were going. The second fundamental inadequacy relates to
the . relationship - between ‘economic agents and change. Outside the
Christiant theology on the omniscience and omnipotence of God. it is
difficult to find examples of rational choice about an intrinsically
uncertain future. Thus, the behavioural regularities in the relation
between structural conditions and final outcomes can hardly be found in
the rationality criteria of the decision process. : -

Abandoning the search for regularities, however, would involve
also the abandonment of the attempt to build up any- theory.
Fortunately the maximisation approach is not the only possible
behavioural regularity for any given environment. An alternative
hypothesis about competitive processes is that of inter-acting institutions
(firms) operating through a combination of routine behaviour, ‘gambles’
and meta-rules for adaptation to changing environments..in conditions -
where the future is intrinsically uncertain, technological advances are
both one of the main instruments of survival and an ‘insurance’ for
future economic benefit (both in terms of profits and growth). This
follows Nelson and Winter's evolutionary appreach (3 major
evolution itself, originating from the ‘bebavioural theories” of the
firm).*° The regularities are in terms of routines and ‘meta-rules’ which
characterise behaviours under conditions of *bound rationality’. The
evolutionary approach —unlike the neoclassical paradigm discussed
above —is able to account for (a) the structural existence of asymmetries
among firms which yield to oligepolistic positions of some of them, (b)
processes of dynamic adjustment where time, and thus also the history of
an industry are explicitly considered as one of the explanatory variables,
and {c) the specific organisational nature of firms which need not look
like a perfectly knowledgeable individual.

Conversely, we can also state that dynamic systems (such as those
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characterised by ‘Schumpeterian competition’) imply -evolutionary
approaches ‘to the behaviours of competitive actors. The previously
cited work by Egidi (1980) argues this point .convincingly: “since ‘the
change in the behaviours of the actors depends on the configuration of
the system, in Schumpeter we have a complete inversion of the view of
methodological individualism: while in Walras, once given the natural
characteristics of human behaviour all the set-up of the economy
becomes ‘determined, in Schumpeter, on the contrary, economic be-
haviour depends on the set-up of the economy and, more in general, is
locally determined’.** The importance of this point ‘can hardly be
overestimated. The possibility of establishing some kind of link between
context and conducts cannot reside in some unchanging principle of
rationality which informs behaviours: on the contrary the environment
contributes to define and. selecr between different bound rationalities
(the routines and meta-rules) which characterise conducts, and which
are-more than one.*? Evolutionary theories point in the direction of a
theory of regularities in behaviours which can be easily-integrated with
all the extra-economic knowledge we have about the nature of social and
culturai ‘rules of the game’ which are specific to a country, a historical
period, or an industry. %3 ' '

We have also been arguing implicitly above that the interaction of
these behaviours could lead to rather stabie patterns of change in' the
economic structure of which a few have been sketched out, such as the
existence of powerful tendencies towards oligopolistic configurations of
supply. Different behaviours and different patterns of interaction may
lead- to- quite diverse trends in the economic structure and in the “per-
formance variables’. One can think, e.g.. of the alternative possibilities of
collusively conservative or, conversely, aggressive and . risk-taking
attitudes towards technical change. Which course of action will be
actually followed depends, among other things, on the nature and stage
of development in the technological trajectories. (which determines
technological opportunities and degrees of appropriability), the insti-
tutional nature of the firms {as Abernathy and Utterback suggest, their
degree of organisational rigidity,>* etc.} and, last but not least, on some
fundamental ‘rules of the game’ which characterise each individual
industrial structure and society. In this respect, Klein (1977) tries 10
develop a theory linking the nature of the behavioural routines with
changes in the American innovative performance and, more generally,
1n its economic performance. Note that these ‘rules’ determine the kind
of ‘rationality’ on which companies operate {e.g. their basic attitudes
towards uncertainty, change, growth, profitability, etc.). At each
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moment intime, for each individudl company, the external environment
is' given and defines the set of constraints for its behdviours. These
behaviours and their interactions on their part change the external
environments. P : - :

‘Behsaviouralist’ vs ‘Structural’ Models: Evolutionary Models as
the Microfcandation of a Theory of Structural Change -

We are now in a position to ask the following question: Within the
framework of ‘evolutionary theories” and “bounded and multiple ration-

 alities’, are we better equipped to establish some general relationship

between the nature of the environments and performance ‘indicators,

_ . thus avoiding the intrinsic indeterminateness associated with oligopoly

and technical change in the traditional theory?: S
Qur answer is positive, subject to some gualifications. After abandon- -
ing the strait<jacket of orthodox microeconomic assumptions, we shall
argue that it is possible to establish proximate but sufficiently general
relationships between environmental conditions and performance vari~
ables (such as, for example, prices, margins; profit rates, etc.), once we
are supplemented with some information about the history of that
environment and the institutional features of the actors involved. Letus.
make the question clearer. : E R
- We have been arguing that, in order to analyse problems of oligopoly
and technical change, we must abandon the neoclassical frathework
because we cannot assume an exogenous and given context and many
God-like actors who behave in-accordance with a uniform rationality.
Under conditions of changing contexts, interdependence between actions,
uncertainty, etc., the actors maintain some behavioural degrees of
freedom. Behavioural theories of the firm®S stress precisely this point
and try 1o find regularities in the institutional features of the actors.
These theories, however; are not free from problems and pitfalls. In a
strongly behavioural model of interaction between the environment and
the economic actors and between the firms themselves, we can (a) assess
the regularities in firms’ rules of conduct (What is their innovative
behaviour once faced with a given techoological opportunity? How do
they react to changing market conditions, profitabilities, etc?), and
{b) establish ex post their performance, only after we have reconstructed
the history of the dynamics of that environment. In other words,
behavioural theories do not allow us to make predictions on perform-
ance variables such as prices and margins without first simulating the
behaviour and the interaction of each firm. What we are wondering now
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is whether it is possible 1o establish some broad regularities linking.
‘structural variables’-and ‘performance variables’, taking, as it were, -

some snapshots at some points in time, without having to reconstruct
the entire ‘biological history’ of the industry. This second procedure is
what we have adopted above in discussing the existence of permanent
oligopolistic structures of supply and asking for example questions like:
Is there a relationship between economies of scale and above-normal
profits? We must assess the legitimacy of this procedure in the light of
the present discussion. e P : SR
The reader will certainly realise that the problem is:quite intricate and
has far-reaching implications. At the core of it is a crucial ‘problem
{possibly. the -crucial problem) .common to several social sclences,
namely, the relationship between context and individual actors .or,
which is the same, the relationship between structures and freedom.
" Were we to allow unconditionally a ‘structuralist’ view -of economic
dynamics, this would actually imply that, in the last instance, different
institutional patterns of behaviours are irrelevant. In the opposite case,
were we to accept very large degrees of freedom to individual actors, we
would be incapable of having proper social sciences, since we would be
in the uncomfortable position of being unable to draw any conclusions
on the direction of change of the system without first secing it movingin.
each single part.*® The reader can visualise the dilemma by comparing
the difference between a strictly Newtonian world where all the relations
can-be deterministically defined, and a strictly Darwinian world where
we must wait for every minute mistake of natiire before knowing where
the world is heading. Both alternatives leave us unsatisfied: in the first,
any degree of freedom for the actors disappears, while in the second, we
Jjust have ‘unfinalised’ history plus chance, 37 ) "
This is not the place, and neither do ‘we have the adequate
instruments, to undertake anything like a general theory of system
transformation. For the time being, we must be content with some
approximations from two opposite directions. .
First, the evolutionary theory developed by Nelson and Winter,
already mentioned several times, presents a major development vis-g-vis
the ‘behavioural’ approach 4 la Simon, in that {a} it sclects among all the
notionally possible behaviours a set of routines and meta-rules which in
themselves represent a theory.of firm conducts in changing environ-
ments, and (b) it provides a quite general theory of the nature of the
feedbacks between a changing environment and the change in be-
haviours and, vice versa, between behaviours and the changes in the
environment. In doing so, evolutionary theories can introduce a ‘weak

“The Patierns of Industrial Dynamics = 109 -

teleology’ into behavioural models which were originally blind on:the
directions of change. : : R
#Secondly, the approach adopted here, which could be defined as a

- weak structural model, suggests that the joint knewledge of structural
. ‘conditions and of some fundamental ‘rules of behaviour’ {which cannot

be'deduced from the former) allows the analysis of the proximate levels

- ‘of the performance variables and the broad directions of change. Let us

illustrate the point with another biological metaphor. Imagine a

‘Lamark-like’ world: knowing the environment is not enough to determine

the directions of evolution; however, if we know both the environment

-#nd some fundamental adaptive-rules of the species, then we could
~ predict the broad and proximate directions of change without seeing it
. allhappen first. In this sense, the evolutionary theory and the ‘weak
" §tructitral approach’ (that 'we are going to utilise in the ‘discussion that

will-follow on prices and margins under conditions of technical changé)
can be seen as somewhat complementary, '

* . "The complementarity between the two does not mean that it is easy to
-operdte an nnivocal ‘translation’. of one into the other. Nelson-and

‘Winter modeis are behaviourally much sicher and do not make it easy to
define some simple ‘structural’ relationship between ‘state’ variables
{such as technological lags and leads between firms, etc.) and *perform-
ance” variables(such as prices and margins, both at firm and industry
levels). In order to know the latter, in Nelson—Winter models, one must
also know the entire behavioural history of the industry.-On the other
band a more ‘structural’ approach like that implied in the following
discussion is bound to be only a broad approximation {since functional
relationships do depend on the history of the industry itself ), even if it is
easier to link microeconomic analysis with macroeconomic indicators
{such as income distribution, the ‘degree of monopoly’ in‘the economy,
etc.y Loosely speaking. there is a complementarity similar to that
existing between a series of pictures taken from an airplane, on the one
hand, and a film of a microscope observation, on the other hand. Oaly
the-Jatter allows us to observe the evolution of life, while the former
simply gives a rough but general picture of how the world iooks. A more
organic reconciliation between the two appears to be one of the major
theoretical tasks which emerges in different -economic fields and
sometimes goes under the heading of ‘microeconomic foundations of
macrocconomics”. It is not the ambition of this work to provide it. We
hope, however, that it will help in clanifying the basic hypotheses on the
complex and bi-univocal relationships between structures, conducts,
and performances whenever technical change (and generally dynamics)
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is taken into account and whenever the economy structurally presents
oligopolistic formations. We shall havée the chance of testing the
heuristic capabilities of these hypotheses in the analysis of prices and
margins under conditions of technical change. B

More generally, the thrust of our discussion concerns both the rules of
transformation-of a complex system, characterised by technical inno-
vations and growth, which undergoes qualitative changes and the ways
in which the directions of change relate to the structure of the system at
each moment.in time. : . o _

It has been mentioned previously that the patterns of evolution of the
system (in our case the evolution of an industry) are determined by the
interaction between structural constraints (such.as technological asym-
metries between firms) and. behavioural degrees of freedom .of each
economicagents. Nelson-Winter's model suggests a theory of evolution
as a function-of the behavioural regularities. We shall be essentially
concerned with the evolution of the.structural boundaries of these
degrees of behavioural freedom. This is the meaning of what we termed a
‘weak structural theory’. Whenever economic agents are able to change
their environment and to choose within a limited set of alternative
strategies, a strictly deterministic theory is impossible. Strategic freedom,
however, is not. boundless and our -model will focus on the evolving
relationship between the range of possible performance outcomes and
the nature of stractural conditions.

We had to search painstakingly for hypotheses and models in a
relatively unexplored area. In the prevailing economic theory these
questions cannot even be considered, since its core concerns optimal
allocation within a given structure.’® S

We have been trying to argue that an evolutionary theory of the
relationship between behaviours of the economic actors and a changing
environment can prove to be a more adequate microfoundation for a
theory of structural change, Having said that, it is not forus to deny that
firms utilise maximising procedures whenever it is passible: for example,
the choice between two well-defined techniques of production for a given
wage rate and for given desired guantities of output will involve a
straightforward maximisation of the profit rate; a scrapping investment
decision, given productive techniques of the various vintages of capital
equipment will similarly involve maximising procedures with respect to
net revenues. The corollary of our argument above, however, is that these
maximisation/minimisation exercises are locally circumscribed®® and are
not an adequate description of either the overall behaviours of the firms
or of the outcome of their actions.®® The complementary use of

. The Patterns of Tndustrial Dynaniics.. - 111

evolutionarytheories based on behaviouralrules, adaptation procedures

to changing environments, etc., on the one hand, and ‘structural’ models
of some fundamental regularities in the patterns of evolution of the
system as a whole (or some relatively self-contained part of it) on the
other hand, will prove to be ~in our view—analytically more fruitful.

33 CDSTS.ANlj PRICES UNDER CONDITIONS
OF TECHNICAL CHANGE

Pricing Procedures and Price Levels

Most. empirical studies on pricing behaviour in the man‘ufac'iuring
industry, at very different levels of aggrepation, are consistent with the
thesis that prices are generally determined on some kind of cost—plus
basis,%? with generally little or no influence on short-run fluctuations in
-demand. :

Different models have been proposed to interpret observed be-
haviours. They could be subdivided into three broad clusters:

1. The first tries to save the traditional microeconomic theory, together
with its assumptions of maximisation and marginal pt‘ici'ng, by
introducing in the objective function {the function to maximise) the
expected rival reaction (which is supposed to ac;ount-af_ least
partly - for ‘limit pricing’ procedures) and/or assuming that ‘mark-
up’ pricing is a practical ‘rule of thumb’ to achieve a target,
intermediate with respect to the ultimate goal (maximisation of the
objective function) which remains unchanged.®? o

2. The second line of thought lad to the development of more ‘realistic’
models of the firm, in an attempt to incorporate more ‘behavioural’
assumptions than those present in a traditional neoclassical model, to
‘account for the existence of goals different from short-run profit
maximisation {primarily the objectives of growth, ‘target’ market
shares, etc.) and for a multiphicity of strategies pursuable by a ﬁr_iﬁ_’n.63
For our purpose these models can be considered the ancestors—in a
logical even if not necessarily in a chronological sense-of the
evolutionary theories 4 la Nelson-Winter.®* o

3. A third approach tried to link the ‘structural’ conditions existing at
any moment in time in each oligopolistic market with the levels and
changes in the margins over average prime (variable) costs.®®

Qur discussion above should serve aiso as a critigue of the first cluster
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of models mentioned here. Therefore, we shall not-examine again their
limitations and the ‘oligopolistic indetermination’ they are not able to
avoid in analysing the relationship between costs,’ margins and prices.

The second cluster (and especially evolutionary theories) are, in our
view, essential to the explanation of how certain performance varijables
(as in the case of prices, considered here) come about, through some
regularities in firms’ behaviour and the pattern of their interactions,
They are not best suited, however, to easily answer the question about
which proximate levels of the performance variables are likely to be
associated with a certain set of technological (and more generally
‘structural’) conditions.®® o T

In order to answer to that question we must employ some kind of
‘structural’ approach (in the sense explained in section beginning on
p- 107). First, we shall consider the current state-of-the-art. Then, we

shall attempt fo provide a model of prices under conditions of rapid
techaical change. ' .o '

Téchnofog’icsi Discontinuities between Firms, Prices and
Margins: The-State-of-the-Art '

Let us briefly outline the basic assumptions of the ‘stractural’ approach
{(we use this expression in this chap_ter as a form of shorthand to mean
that stream of thought pioneered by Bain and Sylos-Labini):®’

1. Thereare permanent (although changing through time) technological
discontinuities between firms, related to firm size, which yield
different variable and total unit costs of production. .

2. There is a minimum scale of production which is technologically
determined. C

3. Short-run price elasticities of demand for the mdustry and for each
firm (at Jeast around the point of ‘oligopolistic equilibfium’} are well
below infinity.

4. Cross elasticities of substitution between the commodity of the
considered market and other commodities are relatively low (espec-
ially in the short run).

5. Productive technologies for each size-class are characterised by non-
decreasing returns. {At any level of activity below full capacity).

The first two conditions define the technological barriers to entry. One
generally adds to those structural conditions a behavioural assumption
often referred to as the ‘Sylos postulate™ firms set the price at a level
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which deters entry and furthermore is expected to maintain unchanged
levels of output in the case of new entries.

As-is well known under these conditions, price is deter_mined by the
market leader(s) according to: : : :

K _ :
. My Xg

and the actual pricing procedure is to apply a mark-up to average
‘normal’ variable costs: o

__ P=(§+a)(;+q) 2
where P = unit price, s = labour cost, © = ‘normal’ labour product.ivity
{1.e.at ‘normal’ levels of output), K = fixed total costs,a = O'thef variable
inputs {other than labour), g = net unit prafit, x = ‘normal’ level of
oulput, g = gross margins over variable costs. The suffices $;, 75, Ko, ete.
stand for labour costs, productivity and capital stock for the potential
entrant, while g,, is the minimum net unit profit corresponding to th-e
minimum rate of profit the potential entrant is ready to accept, and_P,',, is
the related minimum price. The price leader{s) will fix the price in relation
to that minimum price. o :

The margin ¢ is thus determined in relation to {(a) barn.ers'to entry,
(b} elasticities of demand for industry and for firms, (¢} mcxd_ence of
fixed cosis per unit of output. Barriers to entry are dete_:f-mmed by
technology, the absolute size of the market (through the ratio between
the ‘minimum efficient scale’ and the total market), possible absolute cost
advantages, economies of scale, and the size of the ﬁnanciai_out}ets
necessary for the ‘minimum scale investment’ —reasonably assuming that
capital markets are not perfect markets. (See Bain. 1956.) The elasticity of
demand for industry is important becanse barriers of entry are
determined by the above ‘technological’ conditions in relation Eolth_e
form of the portion of the demand curve to the right of the oiigopohsﬂc
equilibrium point.®® ‘ ‘

Once ¢ and P are determined, industrial output is un;yoca}ily
determined. Furthermore, this pricing model allows the determimtion
of the changes in price levels due to variations of unit variable costs
which are general to industry.®® Notably, in this kind of model,
‘equilibrium’ prices are determined independently from short-run
fluctuations in demand (which just determines the levels of output) anc_l,
even in the long run, demand affects pricing conditions only in so faras it
influences ‘normal’” unit costs and/or barriers to entry.
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Let us turn to the limitations of the model, some of which relate to the
behavioural assumptions included in it and some to the structural
conditions assumed. As far as behavioural assumptions are concerned,
the ‘Sylos postulate’ appears to be more reasonable generalisation
around oligopolistic behaviour rather than a ‘general law’. This implies
that if large new entries occur, then ‘counting has to be done again” % to
obtain the new equilibrium values for the level of prices and mark-ups.
The objective ground of the ‘Sylos postulate’ relies upon the existence of
a ‘normal’ level of capacity utilisation below which fixed costs per unit of
output increase and on the existence of some market share target which
is often found among firms’ considerations. Both elements militate
against adaptive behaviours vis-d-vis new entries. One may consider the
‘Sylos postulate’.as a proxy for a firm’s behaviour which has a lower

-generality than the structural relationship between barriers to entry, on
the one hand, and levels of profit margins and profit rates, on the other
hand.”* The question is of importance for our following argument, and
thus will require some additional investigation,

Current literature on industrial economics generally associates the
contribution of what we termed the ‘structural approach’ (and especially
that of Sylos-Labini) with the ‘limit pricing hypothesis’. We will try to
show that this dees not do justice to these theoretical contributions and
is somewhat misleading. In our interpretation the theory of oligopolistic
prices and margins can be distinguished by two hypotheses:

(a) Whenever there are size-related technological discontinuities
between firms, the profit margins and the profit rates of the leading firms
are, ceteris paribus, a function of the difference between the nnit costs of
potential entrants and those of the leading {i.e. in this case, the lowest
cost) firms. Note that this theory of the proximate determingants of profit
margins {for given capital/output ratios) holds’? independently from any
hypothesis on firms’ behaviour. In other words no matter what are the
exact criteria of price determination, an increase in the. technological
discontinuities is expected to increase the profit margin of the leading
firms’? (and thus also the dispersion of profit margins and profit rates
across firms within an industry’*) and vice versa. This applies even if
firms do not charge ‘limit prices’: it only requires that the ‘pricing
routines’ remain unchanged.

(b) If in addition we assume limit pricing, then the theory defines the
exact price levels and not only their proximate determinants and their
direction of change in relation to changes in inter-firm technological
discontinuities. '

However, it is important to stress that hypothesis (a) is more
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general - even if less accurate—than hypothesis (b). Moreover, it .pro-
vides us with all the information we need to establish the pattern of
regularities in the relationship between technologies of production,
profitabilities and their change through time. For that purpose a ‘limit
pricing’ hypothesis is sufficient but not necessary. _
There are three additional issues, related to the variables assumed to
influence oligopolistic power, which we shall consider in turn.

_ First, as noted in a serinal article by Caves and Porter {1977) entry
barriers are not a purely structural datum but are partly a result of firms’
actions.”® This is consistent with what we have been arguing above. In
order to determine performance variables, such as prices and margins, in

. addition to ‘structural’ technological discontinuities between firms, we

need to know.also some basic regularities in their ‘rules of behaviour”. In
our case we cannot deduce them from a simple maximising criterion but
we need some empirical (institutional) pieces of information. In:passing,
note that on very general grounds, the existence of barriers to capital
mobility and of structural asymmetries between firms is not an
imperfection” of the markets: on the contrary their creation is a
fundamental ‘rule of the game’ in inter-firm competition.

A second issue, also discussed in Caves and Porter {1977), concerns
internal mobility barriers: asymmetries between firms do not apply
only —and not even primarily —to would-be entrants but also to the set
of existing firms, which can be clustered —as Caves and Porter do—in
‘subgroups’.”® This feature of supply structures emerges ciearly also
from our discussion in Chapter 2 on leads and lags in innovation. The
implication of this is that price/margin determination cannot depend on
the single structural parameter of the costs for potential entrants, but
must account also for the ‘clusters’ of existing firms and their relative
structural differences (among other things, in terms of unit costs and, as
we shall see, of innovative capabilities).”” .

Finally, a third set of 1ssues concerns the nature of technical change.
Bain-Sylos models —as they stand —fit relatively ‘mature’ industries
particularly well: in new fast-changing industries, rapid and ‘radical’
technical change (both in terms of process and product innovation)
continuously affects the technological conditions of the industry,
preventing a fairly stable definition of entry barriers, while at the same
time influencing demand for the output of that industry, substitution for
other products, etc.

In their basic and most straightforward form, Bain/Sylos-Labini-type
models rely heavily on size-related, cost-based discontinuities between
firms. They aliow technical change, but the best suited cases of the latter
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are ‘incremental’ changes and process innovations.”® Keeping in mind
also the specific problems of price determination in the semiconductor
industry (which we shall analyse in the second part of this chapter) one
must conclude that these models in the present Jorm have a limited
interpretative power for fast-innovating industries. The theoretical
question of the determination -of equilibrium prices and guantities,
however, remains relevant, together with its role with respect to more
general economic problems such as the -existence and the degrees of
oligopolistic power, the ‘distribution of gains’ from technical progress,
the effects of oligopolistic competition on the dynanism of an'industry,
etc. The next section will try to define a model of price determination
whenever inter-firm discontinuities are not-related to economies of scale
but to-different degrees of innovativeness and to ‘learning economies’.

The Impact of Product and Process Innovation on Prices
and Margins

Irrespective ‘of the theoretical framework one chooses in order to
analyse pricing policies under conditions of rapid technical change, a
necessary ‘requirement is that the model has to be made explicitly
dynamic. Pricing decisions of a firm are, in practice, taken in relation to
a set of expectations regarding the future (related to Jfuture market and
cost conditions, technological developments, etc.): present structural
conditions as such may guide directly those decisions as long as they do
not change rapidly enough to prevent any extrapolation from the
present to'the future. If changes are'indeed of this kind, then the path of
change in the relevant structural variables have to be described in order
to define price levels-and changes. Which price is actually set in préc{ice
depends, partly, on the correspondence between firms’ expectations and
the objective pattern of change in the relevant variables, However, since
Wwe are not interested here in the pricing behaviour of eackfirm but in the
equilibrium price that will be set at industry level, the way how
c?cpcctations are formed at the ievel of each firm, in a first approxima-
tion, may be overlooked. (Further in this chapter the effect of wrorig
fm-“ecasts on industry pricing will be briefly discussed). For the time
being, we will implicitly assume that expectations of ‘price-making’
firms do correspond to the ‘true’ path of change over time in the relevant
variables.”®

It is useful to explore some hypotheses on pricing behaviour under
conditions of technical change, initially assuming that the latter takes
the form of product innovation alone and then allowing also process
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" innovations into the picture. Let us introduce the following assump-
tions: \

1. A new product is brought to the market by a firm which for a certain
~ length of time enjoys 2 monopoly position on that commodity.

. 2. The innovative product, owing to its technological features, ‘creates

its own market’. In other words, the demand function for that
product.is defined by its technological features.

3. The time lag between the innovator and would-be imitators is again

technologically defined (i.e. pricing policy of the temporary mone-
polist do not affect the time lag itself). A
4. There are continuous learning economies in the production of that
" commodity, so that unit costs of production are inversely propor-
tional to the cumulative volume of production.®?
5. There exists a minimum scale of production (which is supposed to be
fairly small, at the beginning).

One could reasonably assume also that during the ‘life-cycle’ of the
commodity, demand is rather rigid with respect to prices at the
beginning (during the initial introduction of the product), more elasticin
the ‘growth’ phase, again fairly rigid when approaching ‘maturity’.*!
The assumption, however, 1s not at all necessary. Moreover, one may

initially introduce the following simplifying assumptions:

6. The possibility of substitution between the new product and the old
.ong is nearly absent at the relevant range of prices.
7. There is no joint production between old and new products.

Given these conditions, the temporary monopolist faces three practical
alternatives: {a) it can first charge a monopolistic price and, later, ‘come
down’ to a ‘limit pricing’ at the end of the lag interval with respect to
imitators; {b) conversely, it can charge a ‘penetration price’ below the
entry.deterring level in order to pre-empt the market, ‘go down the
learning curve’, and increase the margins only later when this strategy
has built-up additional entry barriers; or, {c} it can charge from the start
a *hmit price’.®? By ‘limit price’ we mean the price, that after a certain
{technology-determined) initiation lag, will be just below the cost plus a
minimum profit for the potential entrant. The reader should keep in
mind. that the three cases of behaviour outlined above are ‘ideal types™:
in the real world, various combinations of these strategies are pos-
sible.

Figure 3.1 illustrates the two extreme cases of an initial monopoly
pricing (P,) or, conversely, ‘penetration’ pricing (P,) (see top right
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m = gross marginé over variable costs, ¢ = unit variable costs, X = cumulated

production, ¢ = time, T = {ime lag between the innovation and would be
am:taters

Figure 3.1 Prices. costs and margins with “learning effects’ and imitation lags:
twg extreme examples :

guadrant). Unit costs {¢) decrease in accordance with a techno!og:caliy
determined ‘learning curve’. After the ‘lag period’, 7, however, cumulat-
ive production would be lower in the monopoly pricing ease than in the
‘penetration’ case (x,<x,-see bottom right quadrant), and thus also
the unit cost differential between the innovator and the potential
imitative entrant (the distance between Cyand C,1s obviously lower than
the distance between Cyand C,).%% The dsﬁerence 1% unit costs between
the innovative firm and potential entrants, however, contributes to
determine the levels of margins thereafier, so that. in the penetration
pricing case, margins can be progressively increased because barriers to
entry based on ‘learning’ effects are higher than in the ‘monopoly’
pricing case (top left quadrant).®® In other words, it is a matter of
trading off present profits against future profits.** Which strategya firm
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will actually follow cannot be decided a priori on the sole ground of the
hypotheses and assamptions outlined above,
Any analysis starting from an ‘individualistic’ approach: based on

some function to'maximise will not lead us very far. One canattempt an

exercise of profit maximisation, i.e. suppose that a firm maximises the

discounted cumulated profits'over a certain period. In'this framework

we will hardly be able t0:'go much beyond the statement that pricing
strategy will crucially depend on the time horizon of the firm: themore it
is ‘short-sighted’ the higher also the preférence for a short-run profit

naximising strategy. Conversely, the more ‘far-sighted’ it is and ‘the

more similar it is to God (in terms of knowledge of the future), the higher
also the preference will be for a ‘penetration” strategy (provided thit the

* dife-tycle of the product is sufficiently long).®¢ In actual fact, however,

we know neither the time horizon of the firms nor 'do wé have any
binding a priori hypothesis on it. Moreover, we do not know howmucha
firm knows (or believes it knows) about the future and how-it discounts
future uncertainty. In addition to all this; if the time horizon over which
the maximisation occurs is sufficiently long we are likely to.find time
profiles of the ‘penetration’ price and of the ‘short-run monopoly’ price
which are equivalent in terms of total discounted returns. Both strategies
can be profit maximising even if the time distribution of ‘profits is
different. In this context, exercises of dynamic programming can
certainly help any individual firm in choosing its pricing strategy, but
cannot be of a great help in understanding what actually happens to
prices and margins under sufficiently general conditions.

. We can try, however, to establish some broad patterns of regularity
with the help of two considerations, one theoretical and the other
empirical: s

{1} No matter what the actual firm strategy is, the structural
parameters (in our case, the length of the imitation interval and the slope
of the iearning curve) bear a univocal relationship with the levels of
margins and profits. More specifically, for a given strategy, profit
margins {(and profit rates) will be a positive function of the imitation lag
and of the siespness of the learning curve. This is because the cost

-differences {which in this case is the asymmetry underlying monopolis-

tic/oligopolistic power) between the innovator and the potential imi-
tator are directly related to the time it takes to imitate and to the learning
advantages the innovator can achieve during the imitation period. In
other words, the position of the trade-off between present and future
profits, becomes more favourable, irrespective of the strategy a firm
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decides to adopt. Note that, in this context, another way to express that
trade-off is in terms of a trade-off between present profits and present
growth (see again bottom right quadrant and compare with top-left
quadrant in Fig, 3:1). The equivalence of the two expressions highlights
the noticeable property that the alternative between ‘profit-
maximisation’ and ‘growth-maximisation’, which is clear-cut.and sharp
in a static context, becomes more blurred and tends to-disappear in a
dynamic context:*” in other words, high present growthis likely to mean
high future profits (through learning curves, £ic). .

To come back to our main issue, we can further iflustrate the point at
stake in the following way. Suppose innovative firms have some rough
but reasonably realistic estimates of their -advantage over -future
competitors. Irrespectively of whether they maximise profits, in the
shortorin thelong run, or whether they apply some more routinised rule
of conduct, as long as profits are one of their objectives (which it is very
plausible to assume), the longer is the imirative lag the higher is also the

" price they can charge without fears of eroding (or foregoing) their cost
advantage over the potential competitors, :

(2) On practical grounds, the conduct of the innovative firm will have
to balance two opposite objectives, On the one hand, the investment in
the innovation will have to be paid back as soon as possible, since the
more differred returns are, the higher the uncertainty associated with
them. On the other hand, the higher the cost advantage vis-g-vis
potential competitors, the more favourable also is the long-run com-
petitive positjon of the firm. Moreover, the higher the share of ‘potential
demand’ already pre-empted by the innovative firm, the higher the
difficulty for potential entrants to join in. {This would not be true, of
course, if markets were perfect, but we know they are not and market
shares show some considerable ‘stickiness’). These empirical consider-
ations suggest that ‘in actual fact firms will generally choose a strat-
egy somewhat intermediate between the two extremes ilustrated in
Fignre 3.1.

If we consider jointly the ‘qualitative’ relationship®® between imi-
tation lags, learning effects, margins (point 1) and the above empirical
remarks (point 2) we can construct a model of the proximate determin-
ants of margins and prices, as if the latter were determined through some
limit pricing procedure. To repeat, in this context we are not so much
interested in the individual pricing procedures, as in the effects of
technological parameters upon the actual level of prices and margins:
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individual firms will sometimes apply limit pricing criteria, while-at

-other times they may simply balance the two opposite empirical criteria

just mentioned at point (2) above (i.e. high returns in the short run vs
building. up future oligopolistic power). The theoretical limit price we
are going to define will then be some kind of notional benchmark, which

- will move in the same direction as actual prices provided that the pricing
'strategy (no matter which one it is) does not change. As from point

{1) above, actual margins (and profit rates} will move in the same
«direction as the structural parameters (innovation leads and learning

‘coefficients). In a similar fashion, also a notional limit price (and the

related margin) will move in the same direction. Since it is easier to deal
with the limit price (and the limit margin} because it bears a straightfor-
ward relationship with these structural parameters, we can apply some
kind of transitive property and state the following proposition: irrespec-
tiveof firms’ strategies, actual margins will move in the same direction as
anotional limit margin (the one associated with the limit price) which we
can define through the sole knowledge of production and-demand
“conditions. Moreover, by virtue of the empirical argument (point 2) we
can add that the actual prices and margins will not only move in the same
direction as the limit counterparts but are likely to be somewhere in the
neighbourhood of these notional limit price and limit margin.
~ The discussion above on inter-firm asymmetries provides the found-
ation for these properties. We have been arguing at length that the
source of oligopolistic power lies in structural differences of various
sorts between existing firms and potential entrants and between existing
firms themselves. The competitive dynamics of industry will tend to
eliminate any oligopolistic margins in excess of those structural
differences (which, to make it simple, can be represenied through cost
differentials). A ‘limit price’ model, on its side, takes those inter-firm
differences as the grounds of a behavioural rule. Even if this behavioural
rule does not apply, however, prices will tend to that (‘limit’) value for
the simple reason that monopolistic/oligopolistic margins in excess of
those allowed by structural asymmetries wilt always be elimninated by the
mechanisms of ‘Schumpeterian competition’ (imitation, new entries,
etc.).

What follows is an attempt to illustrate the relationship between
technological asymmetries and prices vsing the assumption of some
behavioural rule based on limit pricing. Let us stress again, however, that
the assumption is just a simplification: it is introduced in order to make
the properties of the model clearer and the conclusions straightforward.
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The Effects of Imxtatmn Lags and Leammg-bywl)omg on Prices
and Margins: A Simple Model

Let us consider the case cf an innovator which enjoys a lead over
potential imifators, For simplicity we assume that the time length over
which a firm plans its pricing strategy is equal to the technologically
determined lag between the mnovators and imitators (= T'). Prices will

beSQ

P o=mc, Xf o S 3
and the margins
m= P /co X}

where P, = price at time t, m = the level of mark-up over variable cost,
o = unit average variable costs for the initial production (in order to
simplify, one may assume those costs to be equal to wage costs divided by
initial labour productivity), X, == the cumulative production from time
zero to T, B = thelearning coefficient’®® (which has clearly a negative or

zero value).
The demand function is

=f(P,t) 4
which we may render as follows

= 4 P M 5

In other words, quantities are—as usual—a function of prices but aiso,
and more important, of time, i.e. of innovations and learning effects by
users, and of mcome These variables are captured by the exponential
expression e* where t is time and 4 is an exogenous parameter.
Cumulative production is, by definition,

T -
X, = J x, dt 6

0

When a potential entrant will be prepared to enter the market (after time
T, its unit costs will be

Ce == € g{t) 7

The entrant’s initial costs will be the same as the original innovator
minus a certain percentage (g(t)) which represents a diffusion effect as a
function of time: in other words there is likely to be a ‘watch and learn’
eflect.

~The Patterns of Industrial Dynamics. : - 123

Thus unit costs differentials at time 7 between the innovator ancl the

-potential entrant will be:

Dy = ¢g° XP —co glt) _ 8

1t is reasonable 1o assume that this difference is positive in every
case the second firm does not succeed in some further innovation: the

“learning effect’ is likely to be greater than the amount of that learning

which leaks out to potential imitators. Our argument suggests that the
actual price will be near :

P <my,.co.glt) _ o . 9
provided that
Py

m* s = m; : . 10
co X#
Otherwise:
P, =mcoX*? . . _ R

Let us explain the logic of our hypothesis: prices will tend to be neara
level that accounts for the differential in costs between the innovator and

“the potential entrant and that other things being equal, is likely to deter .

entrance since it would yield a margin for the entrant below that

minimum (m,,} which corresponds to the lowest acceptable rate profit.?*

The price will be set around that level (P}), provided it assures a margin
for the innovator sufficient also to cover some pre-gstablished part of the
innovation costs (Le. m; > m,,}.>? If learning curves are sufficiently steep,
this condition will aiways be met. Having defined the price, quantities are
then determined (through equation 4). The latter determines cumulative
production (X} and thus the total impact of learning-by-doing.
Therefore the actual margins m (from equation 9) take the formof a
dependent variable which depends on: (a) m,,, the ‘minimum’ rate of
profit (b) the imitation lag (T); {c} the ‘learning by doing’ coefficient (8)
(d) technological diffusion (as expressed by g(1)) (¢) the elasticity of
demand {in so far as it affects cumulated quantities);?* (1) the absolute
size of the market {again affecting cumulated quantities and thus
Jearning’ effects upon costs).?* Stating the same concept in 2 different
way, if one interprets equation 9 as a strict equality, price is determined
by entry conditions, quantities depend on the form and position of the
demand function, while the level of mark-up ‘adjusts’ correspondingly.
However, if one interprets more realistically condition 9 as a true
inequality, then there might be a definite range of values for x, and m
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compatible with that condition, the choice-among which will depend on
more ‘behavioural’ aspects of firms’ strategies, their attitude towards
growth, their financial possibilities, etc.%*

The relationship between ‘learning economies’ and prices, in a fairly
‘impressionistic’ form, is quite common in- management literature %%
The attempt here is to outline, in as precise a way as possible, the nature
of this relationship, discuss its implications with respect to the dynamics
of the considered industry, and compare the results with the traditional
theories of the firm. ' o : '

There are some important consequences of this process of innovation
leading to an initial ‘monopolistic’ position of the innovative firm.

First, innovative firms entering with a new product “ind’ a market,
whose size is partly defined by the technological features embodied into
the commodity. In refation to that, however, they build up their market
through their pricing policy. A ‘dynamic’ pricing policy accounts
precisely for this strategy.

Second, as a consequence, entry barriers are built by the innovative
firm itself: a bigper market for the innovator represents also greater cost
differentials with respect to possible imitators. Entry barriers will
therefore depend on the ‘technological nature’ of the product {which
contributes to determine the initial size of the market), on the learning
coefficient, on the imitative lag between the first introduction of a
product and the possibility for others to enter with similar ones, while
they are inversely related to ‘technological diffusion’.

One can see that these properties link together with our discussion on
‘appropriability’ as a source of inter-firm differences, and, conversely,
on technological diffusion as a ‘convergence mechanism’ between
firms.?” To repeat, since entry barriers are partly built by the firm itself,
through its pricing strategy during the period in which it is a virtual
monopolist, there are in actual fact some ‘degrees of freedom’ for firm
behaviour to ‘trade off” higher growth {and greater entry barriers) for
lower initial mark-ups. The greater is the growth of the innovative firm
(for a given potential market), the greater are ‘built-up” entry barriers
against imitative firms,

We must consider at some depth the relationship between market
growth 'and entry barriers, The prevailing view in the literature seems to
be that the greater the growth of the market, the easier it is for other firms
to enter. The argument relies on both the incapability of existing firms in
keeping up with a fast-growing market and the incentive that the latter
places on entry.

There are some special properties relative to those fast-growing
markets where it is the process of innovation itself which creates new
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market- opportunities. Certainly a fast-growing market performs-as a
‘signal’ and as-an incentive for other firms to enter, if they have the
technological: capabilities to do so (ie. dfter the ‘imitation:lag’ time).
Would-be entrants can do it in three ways: with exactly ‘the :same’
commodity, with a fairly similar, ‘improved’ commeodity (a case which
can fall to some extent into ‘product differentiation’), or with a new;
substantially innovative product: In the latter case (and partly in: the.
second one) entry is allowed by a further ‘creation of new markets’; which-
will affect the original one in the long-run (i.e. accelerating the process of
maturity/decline in-the life-cycle of the produet). Anexisting firm cannot
prevent other firrns from innovating: what it can do is"to prevent, as’
much as possible, the-others from entering its own-market, and it is likely
to do so by erecting cost-based entry barriers and by ‘pre-empting as
much as it can the ‘potential” market opportunity on that commodity.®®
However, if a firm has exploited a great deal of the market opportunities
of a certain commodity (which implies also the rapid growth of that
market), it has been ‘signalling” the profitability of that activity, but it is
also forcing would-be entrants to innovate, if they want to'enter, because.
the existing market is ‘blockaded’ by cost differentials, and ‘pre-
empted’.®® These processes are right at the core of innovation-based
dynamic competition. : S :

An issue which is worth mentioning concerns the case of positive ‘cross
elasticities of substitution” between new and old products. This process
of substitution (a}is not instantaneous, and {b) does not depend only on
relative prices but also on the relative technological characters of new
and old commodities. It is likely to affect primarily the relative growth
rates of demand for the old and the new commodity rather than prices
which are likely to be still determined by costs of production, ‘dynamic’
entry barriers, etc. Even if the introduction of a new product has a short-
run influence on the position of the ‘old product’ demand curve,
whenever prices are determined under some mark-up procedure, the
possibility of cross-substitution should not induce any downward
change in the ‘old product’ price, since its technological conditions of
production do not change.'%?

The same applies to ‘new’ products. A process of ‘substitution in the
growth-of demand’ of new for old products will take place. Changes in
the relative prices between the old and the new certainly affect the
respective evolution of demand patterns. The teverse, however, is not
generally true: the substitutability between the two does not affect
relative prices. An example may illustrate the point. Suppose that we
have two products, an ‘old” one, say a transistor, and a ‘new’ one, say an
1C, which is technologically equivalent to ten transistors. Suppose also
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that before the introduction of the IC, the price of transistors was.2, the
clasticity. of demand- equal unity and demand growing over time at a
certain positive yeariy rate g. When the IC is introduced, its initial price is
set, with a procedure similar to that described above, at, say, 30. Demand
for the IC hasa certain ‘antonomous’ growth (due to new applications,

income growth, etc.) while the demand for the iransistor continues to.

grow at a somewhat lower rate than it would have done otherewise, had
the introduction of the IC not occurred. Later, due to the mentioned
‘learning economies’, etc. price for the IC can be set at, say, 15 while the

price-of transistors remains 2. At that price the IC will start superceding

transistors -and demand for transistors. will .stop growing or start
decreasing. Nonetheless, the price of transistors will not generally
change, while in the relevans interval the ‘short-run’.demand curve for
transistors may well keep the same price-elasticity: it could become more
price-elastic; -only if the price was lowered somewhat below 1.5, but
probably at that price the mark-up would be even negative.!®! In other
words, the appearance of new products is likely to.affect essentially the
position: of the demand function for the old ones, more than their
elasticity. i :

Throughout the history of technologies and industries one can find
plenty of products whose demand declines because they are substituted
by new ones, while their relative prices rise because they undergo less
technical progress and they can enjoy lower degrees of learning

economies. ! 92 :

Patierns of Demand, Elasticities and Market Shares: Some
Unconventional Properties

Let us analyse the role of demand elasticities. Their effect upon profit
margins'®* in our simplified model is positive (ie. the greater price
elasticity, the greater also the margins). This occurs through the effect
that a fast expanding market has on learning economies for the first-
comer: a relative small decrease in prices allows a relatively big expansion
in quantities and thus substantial learning economies.!® Figure 3.2
illustrates the mechanism.

In order to make the illustration clearer we assume that demand
curves are siraight lines' °® and that the flow of production, x, equals the
stock, X: since the latter is a function of the former and of time, the
conclusions are not substantially affected.’®® Suppose we start from a
price P, which corresponds to unit costs 'y and thus margins P,/C 0
(The function C{X) represents average unit variable costs). Assume two
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Xo X3t b4 X

Figure 3.2 Demand elasticity and profit margins in presence of learning-by-
doing

notional demand curves
P=fix} and P = fyx)

whereby f, s more price-elastic than f,. A small decrease in the price
from P to P, will lead to an increase in quantities to X and X,

- respectively. In the case of the more elastic demand curve one will move

further along the learning curve so that unit costs will decrease to C#
which compares with C¢ in the alternative case. Unit margins will be
higher in the B case: P,/C¥ > P, /C}, provided that there are some
learning economics in production (i.e. provided that C(X} is not a straight
line paraliel to x — axis). This is a remarkable property: under conditions
of technical change and in presence of learning effects, a high price
elasticity bears a positive influence upon profit margins. Moreover, these
ofigopolistic margins depend on structural conditions of production
while they are prima facie independent of market power (i.e. they do not
depend on the capability of the monopolist/oligopolist to restrict
supply).'?7 Exactly the same argument applies to ‘static’ economies of
scale (in fact, by virtue of our simplifying assumptions the two are made
identical in the formal elaboration in note 104 page 205, and figure 3.2).

One may argue against our thesis that there is, even in our case, a
‘supply restriction’ since the producer(s) do not necessarily push output
to the point where marginal costs equal prices, and that this is the ‘sonrce’
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of monopolistic/oligopolistic margin of the innovator. The argument is
guite subtle and requires some discussion since it has rather wide
implications. Certainly, margins, prices and outputs obtained through
our mark-up procedure are different from those which correspond'to the
definition of ‘pure ‘competition’®® (as well as to the definition of
monopoly'®®) from textbook economics. This is not, however, the cause
of the oligopolistic margins obtained through our procedure. In the
case  of downward-sloping cost curves the criterion price-
equal-marginal-cost may yield a meaningless definition of competitive
output since the corresponding profit rate may well be negative,
Conversely, one can easily see that our mark-up criterion applies also to
those cases which could not yield any significant monopolistic
solution (i.e. whenever demand elasticity is below unity).*!% The process
t}_lrough which an oligopolistic margin is obtained is fundamentally
d;ﬁ"erent from ‘withholding potential production’ in order to obtain a
higher price, which is the basic mechanism of the ‘static’ mon-
opolist/oligopolist. On  the contrary, here the monopolist/
oligopolist expands production in some kind of self-fulfilling
prophecy that unit costs will come down together with prices and
t?xgt this same movement will shelter him/her against future compe-
tition,

At this point the reader might wonder why production is not expan-

ded to near infinity. Marshallian economics provides a clear supply-
constraint .by means of the usual U-shaped cost curves. Qur argument,
however, implies ‘that cost curves are downward sloping (or flat
whenever learning economies and size-related econoniies of scale are
absent). We are bound to find some other explanation which can jointly
account for three ‘stylised facts’ - namely (a) increasing or constant
rcturr_:s to scale are the rule in manufacturing industry, but, this
notwithstanding, (b) production is not necessarily pushed to the point
where one meets the macroeconomic constraint of fuﬂ--employn&cnt
and, (c) each ‘industry does not rapidly reach conditions of ‘naiurai
monopoly’.
‘ The apparent contradiction can be disentangled by closely exam-
mning the theory of demand.!!! In line with the ‘methodoiogical
indivi_duaiism’ we criticised above, in traditional economics, demand
fupf:tions for each industry are generally derived, by aggregation, from
utility schedules of individual consumers. Within that fra?newa;k not
muci} can be said ¢ priori on the patierns of demand and on price
elasticities''? since they are functions of subjective and unknown
marginal rates of inter-commodity substitution, etc.

There is, however, an alternative. Qur hypothesis, which corresponds
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guite closely to an implicit assumption of classical economic thought, is
that the composition of the basket final consumption is jointly
determined by the interplay between some basic anthropological needs
and the evolution of social organisations, modes of consumption,
patterns of use of leisure time, together with income levels and income
distribution. The hypothesis will probably be understood more easily by
the non-economist reader, for one can find an immediate reference in
common sense: for example, no matter what is the relative price between
food and a pocket calculator, the former has a strict priority in
consumption; no matter what is the price of food itself, demand for it will
reach saturation above a cerfain level, etc. The argument leads to a
‘ranking of commodities in consumption’ as Pasinetti ‘(1981)
does+according to “anthropological’ and social criteria. Moreover, if
one considers the patierns of demand of a certain commodity in relation
to.income, one will generally observe a kind of Engel's curve, whereby
per capita consumption after a certain point will increase at decreasing
rates until it will become asymptotic to a saturation value® ** (in the real
course of time it might even decrease, due to substitution by other
‘superior’ or. new commodities, as a result of product inno-
vations). At each point in time, for a given level of income and given
income distribution we would thus expect a relatively fixed proportion
between the different commodities in the consumption basket. The
dynamics of relative prices and short-run changes in the ‘real’ price of
each commodity in terms of income!'* may only accelerate or slow
down some kind of ‘natural’ (more precisely, social and institutional)
evolution of the patterns of demand, Were we able to separate a ‘pure’
demand curve relating only quantities and prices at a given instant, we
would probably find it generally quite rigid.''® Since we make our
observations in real time, the demand elasticities we generally depict for
an industry pick up also the trend changes in baskets of consumption
due to income growth and social change.

A similar argument applies to intermediate and capital goods.
Demand is quite rigidly fixed at any point in time by the final demand for
which they represent a direct or indirect input. Through time, demand of
intermediate commodities changes in relation to (i) the patterns of final
demand for which they are an input, {if} the rate and nature of
innovations in the user sectors (which affect the relative intensity and the
patterns of diffusion of intermediate commodities) and (iii) the rate of
substitution between new and old commodities (i.e. between different
kinds of material inputs and different capital goods). Certainly relative
prices influence the use in production of different material inputs and
varieties of equipment. Howeves, this is by no means an instantansous
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process and it generally requires changes in manufacturing technigques
and products.’*® With relatively fixed baskets of. consumption and
techniques of production which in the short term are given {since
‘bygones are bygones’ and techniques are embodied also in the existing
equipment), we must expect the short-term price elasticity of demand for
each industry (for both final and producer goods) 1o be rather low.*!7
The conclusion ‘of the argument is: quite clear and has far-reaching
implications: since for a given level of income, and at a Egiven time,
demand for anindustry is generally quite rigid to changes in prices, any
Jurther expansion of production in advanced -capitalist economics is not
generally limited by supply constraints (such as decreasing returns to
scale) but by the size of the market. One can easily see that this represents
some kind. of foundation at industry level of Keynesian macroecon-
omics. - Our argument can thus easily account for the coexistence of
increasing or constant returns to scale and the general absence of full-
employment production. .~ . '

We have not yet explained why such productive conditions do not
rapidly lead to a complete monopolisation of the industry. We can find
an explanation by recalling the discussion on the sources of oligopolistic
margins and by linking it to the hypothesis of unelastic ‘instantaneous’
demand curves. To repeat, the source of oligopotistic margins lies in
structural discontinuities between firms (of both the ‘static’ and
‘dynamic’ kinds, such as economies of scale and learning economies). The
demonstration which follows applies to all cases when price elasticity of
demand for the industry is significantly below infinity. The argument
relates to both entry and mobility barriers and can be considered a
generalisation of Sylos-Labini’s analysis of an industry composed of a
distribution of firms eréée par hazard, in the presence of different unit
costs by firm size 1'% o

We must expand our model characterised by only one innovative
firm'*® and assume at least two or more firms, with different market
shares. The ‘leading’ firm (the one characterised by the higher share and
thus the lowest cost via learning curve) fixes its price at the entry-limit
level. Both firms will enjoy an oligopolistic margin (even if the margin of
the first firm is higher). Any attempt by the leading firm to conguer the
entire market, however, would bring both prices and margins down,
provided that the learning curve effect does not entirely compensate the
decrease in prices.*2° This could only happen if demand was very elastic
with respect to price. Given our remarks above on the nature of demand,
this is an unlikely case.

To state the same concept in a different way, an oligopolistic firm can
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monopolise the market only if it gives up its-oligopelistic profits:and:
behaves, in terms of prices and margins, as g competitive firm or
sometimes a *hyper-competitive” irm (with margins below-the competi-
tive minimum), SR R SRR

The property is worth stressing: whenever demand elasticity for the
industry is relatively low, the cost-of upsetting an oligopolistic-equilib-
rium based on structural asymmetries between firms is much higher than
the potential benefit. Notably, the most important means of acquiring
higher- 'market ‘shares, by changing the pattern of these inter-firm
asymmetries without in the meantime paying the costs in terms.of lewer
prices, is through-technical change, either in-the form of innovations-or
(for the firms lagging behind in terms of productivity and market shares).
technological imitation. . - T

A corollary is important as well: for given technological discontinuities
between firms and for a given distribution of firmis according to these
discontinuities, the levels of prices and margins will be in inverse
proportion to the degree of concentration of the industry. In other words
the higher is concentration, the lower are prices and margins, provided
the demand elasticity is not very high in relation to learning economies-or
for that matter, to size-related economies of scale.!?! :

Note that here we are not making any assumption on inter-firm
collusiveness, and we maintain that competitive forces will erode those
profit margins’?? and those market shares which are above the levels
allowed by technological asymmetries between firms.

A more detailed investigation of this property will make the mechan-
ism clearer and will also highlight the relationship between structural
variablesand behavioural degrees of freedom of firms, Let us consideran
industry characterised by a distribution of firms placed on different
segments of the ‘learning curve’. Suppose that this industrial structure is
due to the fact that a small group of firms entered the industry, at the

“beginning, because they were all very near the ‘technological frontier’
and that successive entries occurred, either because of minor product
innovation, etc., despite limit prices, or because the existing firms actually
did charge a price above the entry-deterring level. We may reasonably
assume that market shares are a function of inter-firm differentials in
unit average variable costs, so that the highest cost firms enjoy the lowest
market share. It can be shown that under the demand conditions
outlined above, and for given technological discontinuities, margins are
an inverse function of the market share of the leading firm. Let us
attempt an exercise of comparative dynamics as above. Suppose the
initial conditions correspond to prices and quantities { X, Py} where P,
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is the ‘entry-deterring’ price. The market shares of the existing firms are
Hys Has. . s, Where firm 1 is the leading firrm and firm n-is the infra-
marginal one. An-increase of the market share of the leading firm
through the elimination of the n—firm will imply lowering the price by an
amount -proportional ‘to the difference in costs between. the ‘frst’
potential entrant and the infra-marginal firm.}2* We suppose also that
price elasticity of demand for each firm is equal to that for the
industry.!24 - i : :

Let uscall C, the average unit costs at (X ,, P,)of the leading firm, C,
the costs of the infra-marginal firm and C, the notional costs of the
potential entrant on which the limit price is based. Moreover, we Suppose
that.in the relevant interval the market share of the i—firm is ap-
proximately linear in the difference between the unit costs of the
potential entrant and its own costs: '

Hi= -}"(Ce - Ci) . 17
The elimination of the n-firm will increase the market share of the

leading firm'?% by Ap, = u,. Such an increase in market share would
however imply a decrease in prices by (at least)

—=AP=(C,—C,
We can thus re-write equation 17 as
1 S
—~AP = ;I-A,uI 17.1

Making use of equations 13 and 16 (note 104 page 205 and note 120 page
207} we obtain ;

AM = Po-(UNBpy B "

1
Cl[z+ﬁ-a-};m<1/mAu,)] <
. [

oS

That expression gives us the relationship between changes in margins,
AM, and changes in market shares, Ay, for given technological
discontinuities between firms: it will be generally negative, if the absolute
values of B and « are not very big 26

Note that the parameter (1/4) which enters into the margin market
sharc? equation and defines the distribution of firms according to their
rela-t:ve costs, is a historical parameter. It depends on the past history of
the industry, namely on the way technological lags and leads and pricing

policies have affected the dynamics of eniry and market shares in the
past,
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‘We mentioned that the model allows a useful definition -of the
relationship between structural conditions and firms’ behavioural
degrees of freedom. At each point in time firms can be ranked according
to their unit costs. We may put in the ranking all the existing firms and
also the ‘queue’ of potential entrants.!2” Pricing policies of the leading
firm(s) draw the line, as it were, between the potential and the actual
producers. In doing so, they affect both their market shares and their
profit margins, The higher the latter, generally the lower the former,
because seme firms are put in the condition of entering the industry. One
can fully appreciate that the limit price is a relative concept which canbe
given a definite meaning only once given the entire range of inter-firm
technological asymmetries, jointly with the firms” strategies regarding
the trade-offs between margins and market shares.

Note that there is no contradiction between the argument just put
forward on the existence of a trade-off for each individual firm, at each
point in time, between market shares and margins, on the one hand, and
the hypothesis that margins are positively related to market sharesin a
cross-firm analysis of an industry, on the other hand. At the level of an
industry, both margins of the leading firms and their market shares are a
positive function, as we have been arguing, of the structural asymmetries
between firms.!2® However, all the firms that can be price-makers
through their pricing policies can trade-off higher margins against higher
market shares. The trade off is a static one: in a dynamic context,
innovation is precisely the factor which eliminates that trade-off since it
tends to increase both market shares and margins, by means of building
up additional technological asymmetries between firms and by means of
pre-empting the markets.

The joint consideration of inter-firm technological asymmetries and
the nature of demand patterns explains, as it should be clear from the
above argument, the relative stickiness’ of market shares and mobility
barriers.!*® Again, technical progress is one of the major factors which
continuously changes inter-firm asymmetries, therefore upsetting also
the nature and patiern of mobility barriers. }

In order to summarise the argument, figure 3.3 {p. 134) depicts an indus-
try characterised by four firms. The initial price is P, which corresponds
10 X, quantities.!>® The market share of the leading (and minimum cost)
firmis (X, — X,/ X:C,,Cy, C,oy. €, are the average costs of each firm
depending, say, on different learning economies, If any firm wants to
increase its market share it must fower its prices and margins to expel the
n-firm from the market. Suppose the leading firm does it by increasing its
output by (X — X ,}and thus lowering the price to P,. We do not need
to make any hypothesis on how the share of the marginal firm will be
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Figure 3.3 Cost structure of the industry, by firm, and gross margins

distributed. No matter how it wiil happen, we know that concentration
will increase and margins (both for the ieading firm and on the average of
the industry) will decrease. The figure also helps us in illustrating the
relative nature of entry barriers and their relation to the degrees of
freedom that each firm has in choosing its pricing policy. For example,
entry could be deterred only against firm (n + 2), if the price were high
enough to allow firm (n+ 17} into the industry. Technological dis-
continuities perform as both entry barriers and mobility barriers, while
firms’ behaviours determine how much of these barriers are exploited in
order to pre-empt markets and increase market shares. ..

It is worth noticing that the behavioural degrees of freedom are
themselves a function of structural discontinuities between firms. In
terms of pricing behaviours for a situation defined by (P, X o} the
degrees of freedom of the n-firm are near zero. Conversely the leading
firm(s) enjoy the highest degrees of freedom in their pricing policies
and thus in ‘choosing’ their market shares for given technological
asymmetries.

Figure 3.3 highlights also the meaning of our ‘weak structural theory™
the steepness of the X, HGFEDBAC,C,, L .. . lineis proportional to
the degree of asymmetry of the industry and then also represents the
boundaries of the degrees of freedom each company can enjoy. Thus,

The Patterns. of Industrial Dynamics. 135

one <an see that the ‘pure competitive case’ is that limit condition
whereby the line is perfectly flat.and ‘everyone is equal’. :

‘We did not mention either differentiation or market power. The model
above holds for any homogeneous oligopoly: market shares are
relatively stable provided that price elasticity for each firm is not much
higher than price elasticity for the industry. If indeed this (unlikely) case
occurs, then it will reinforce the advantage of leading firms even .if it
might increase the relative instability of market shares within the
-industry as a whole. - o i . P

Patterns of product differentiation clearly interact with technology-
based discontinuities. On the former we must refer to the innovative
model suggested by Porter (1978), and Caves and Porter (1978},
based on strategic groups within each industry and mobility barriers
between these groups. Their model and that suggested here are broadly
consistent with each other.'>! The ‘strategic group’ approach highlights
how in a dynamic context ‘strategies become structures’, i.e. how patterns
of behaviour in terms of differentiation, advertising, choices of market
segments, etc. influence entry barriers, mobility barriers and degrees of

~ rivalry, thus defining relatively stable ‘strategic groups’ within an

industry, Qur model focuses on the structural constraints and bound-
aries of the strategies and in particular on those related to late sensu
technological asymmetries. .

Our model has so far been independent of any hypothesis about inter-
firm collusion and market power. Oligopolistic margins as they have
been defined here are totally independent from the discretionary power
of existing firms to restrict supply and charge ‘above normal’ prices. For
any given industrial structure, different degrees of collusiveness may
indeed occur, but the model clarifies their limited scope. Consider again
figure 3.3. A “collusion’ on price setting between the four firms (called 1,2,
(n~1), n} allows a range of variation of prices corresponding to the
difference in unit costs (C, ., —C,), between the infra-marginal firm n
and the first notional entrant. A higher price would be curbed by a new
entrant. Only when the technological differential between the last irm of
the industry and the set of potential entrants is very high then the
possibility of collusive behaviour makes entry barriers a (relatively)
common asset for the industry,**? which can be collusively exploited.

The Dynamics of a ‘Schumpeterian Industry’

In practice, product innovations are quite often associated with process
innovations, either because they come together or because they stimulate
each other. The cases in which a process innovation is brought about by
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(and linked with) a specific product innovation do not induce any major
problem to the framework that has been outlined above: if the ‘imitation
lag’ for the new product is equal to the imitation lag for the new process,
nothing should change in the above formulation. In the cases when
product-imitation ‘iags and process—imitation lags are different, -the
formulation becores more complicated, but conceptually the functions
remain identical: an innovative lead on a process associated ‘with a
product-innovation performs identically as a ‘barrier to entry’ which
allows an asymmetric role of the leader and the imitator. The former can
exploit ‘learning economies’ and ‘pre-emptive effects’ constructing in this
way dynamic entty barriers. Furthermore, if the imitation lag on the
process is very long, then this phenomenon performs a role similar to the
‘absolute cost advantages’, in Bain’s terminology.!%? -

Before further complicating the story with -process innovations
unrelated to products, etc,, it is worth taking an overview of the long-run
trends in prices, mark-ups and entry ‘possibilities in our hypothetical
industry characterised by (d) a fast rate.of technical change which takes
the form of product innovations (and process innovations strictly
associated with them); (b} a creation of new market opportunities by
the innovations themselves, together with an acceleration of the ‘decay’
of old products (although not through instantaneous substitution), and
{c) significant ‘learning economies’ that induce decreasing average unit
costs as a function of the cumulative volume of production. In addition
one may now add that (d) prices are determined, through the above
procedure, ‘with a mark-up over prime costs, whose level depends on
imitative lags, “learning’ coefficients, elasticity of demand, size and
growth of the market (the ‘actual’ and the ‘potential’ one}!** and degrees
of technological diffusion.!?®

To simplify the picture, one may suppose that the: numbcr of ﬁrms is
equal to the number of products of the industry: each new product is
brought to the market by a new firm and the old products gradually
disappear together with the firms that introduced them. This extreme
‘Schumpeterian’ process'*® is, of course, greatly unrealistic, but it helps
to illustrate the point. The ‘market’ for the industry is actually composed
by a number of ‘sub-markets’ equal to the number of commodities that
the industry produces. Some sub-markets expand and some others shrink
due to the substitution - based on technical progress - between new and
old products. At the same time, new products open up new markets so
that the ‘total market’ for the industry expands in real terms. One may
assume for simplicity that each firm—which at one time has been an
innovating one - has succeeded in keeping potential entrants out of its
market, practising the ‘limit price’ described above, but not able to do
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anything about the introduction of new commodities by others. One
may suppose that the mark-up over variable costs remains nearly stable

through-the growth/maturity period of the flife-cycle’ of a product (on

empirical ground it could be allowed to increase somewhat in the
maturity/decline phase"”"’) We may dcﬁne the ‘price mdex for the
111dustry”'8 -

PmZm-- ¢ s i=1,...,n : 19
=1
whcre ni 15 the Bross margm at time 1 for commoditity i over averagf:
variable costs cr and s, is the weight for that commodity {e.g. the share of
that commodity in the total output of the industry). Some long-run
features of this hypothetical mdustry are worth menuonmg

(a) Since ‘learning effects’ make the cost curve slope-downward, given
a fairly stable margin, prices are bound to decline as a-function of time
and the growth of the market. However, the cost curve is related to
cumulative quantities through a logarithmic function: therefore, pro-
gressively, unit costs become more and more insensitive to ‘learning
effects’ and the curve tends to approach a straight line. Therate of decline
in the price index over time is thus related to the rate of innovation and to
the share of new products in the total output (fhose two factors re
obviously correlated with each other). This is even more true if the
margins tend to increase in the late part of the life-cycle of a product.t?

(b) The ‘aggregate’ (i.c. average) margins for the industry will be a
direct function of (i) the variables which determine asymmetries between
innovators and imitators on each single product, and, if we allow
margins to increase in the maturity/decline phase of the life-cycle of 2
product, (it) the weighted distribution of commodities produced by the
industry between old and new ones.'*?

{c) One can see from this stylised picture the process through which
an industry may approach ‘maturity’. If the rate of product innovations
slows down {and thus also the rate at which new market opportunities
are created), the ‘learning effects’ upon labour productivity become less
important,'*! static barriers to entry increase their role, while dynamic
barriers become less relevant. A mature industry wiil look more like 2
Sylos-Bain typical industry at least as far as price determination and
entry barriers are concerned.

{d) A crucial feature of the hypothetical growing industry described
here is the role of technology and innovation. It has been assumed that
each firm (which is 2 monopolist upon its own commodity) practises
prices low enough to prevent any entry on that market. The possibility to
do so for a particular firm has been given by its asymmetric position asan
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early innovator vis-d-pis. future- imitators. Technological levels: (ie.
innovative capabilities), thus .determine dynamic entry barriers.
However, existing entry barriers at each point in titme are ineffective with
respect to new commodities (i.e. forthcoming innovations). New firms
willing to enter the industry market are forced to create new sub-markets
through new products, and find the incentive to do so in the past
experience of innovative firms making oligopoly profits'*? in new
markets which they themselves created through the introduction of their
innovations. Using the terminology of Chapter 2, ‘dynamic barriers to
entry’ are very powerful with respect to any firm placed below the
technological frontiers, but are extremeély weak with regaid to firms on
thee frontier itself. This is an important property, to which we shaii come
back when discussing international differences in industrial structures
and.degrees of competitiveness (Chapter 4), :

(e} Something can ‘be -said on the fundamental quesuon of the
‘distribution of gains’, stemming from technical progress. If this 'stylized
p;cture of the growth of an innovative industry is an adequate one, there
is no reason to assume that productivity increases are distributed in the
same sector in which they are generated. This would imply either a steady
increase in the ‘degree of monopoly’ as measured by m, the gross unit
margin, or an ‘indexation’ of labour costs on productivity changes in the
same sector (ie. wages rising at the same rate as sector labour
productivity).*? It can be reasonably argued that ‘distribution of gaing'
from technical progress is mostly bargained at aggregate level (between
wages and profits) while differential increases in productivity are mainly
distributed through variations in relative prices.'** Supporting this
argument there are both theoretical and empirical reasons. First, on the
side of profits, we know from the previous analysis that the level of
margins can be considered as a dependent variable which, for any given
firm strategy, is determined by technological and demand conditions, An
hypothesis of rising margins must assume that, through time, fech-
nological and/or demand conditions change accordingly, to allow rising
‘equilibrium’ values of m. From the previous analysis this does not seem
to be the general case. Second, on the side of wages, an hypothesis of
wage growth equal to labour productivity growth (even when the latter
is well above the aggregate average) would imply that the bargaining
strength of workers is somewhat proportional to the ‘degree of
innovativeness’ of a sector, and/or that firms operate in markets whose
size is nearly fixed and whose elasticity of demand is very Jow, both in the
short and long terms, so that they are ready to pay even high wage
increases without affecting their markets and their profits.*** The first
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condition scems quite unrealistic. The second one may be dismissed in
the light of simple casual empiricism. There is no evidence suggesting
that workers’ strength is systematically correlated with the degree of
innovativeness of a sector: steel and chemicals are two examples-of
industries historically. both characterised by relatively high bargaining
strength and unionisation while presenting very -different degrees-of
innovativeness; conversely many areas of electronics and textiles havein
common {especially in the 1JSA) low degrees of unionisation and low
wages, while obviously differing in. terms of technical progressiveness.
Moreover, the description of a “typical’ growing market given above
suggests that prices —relative prices vis-d-vis the old commodities:which
the new, products are going to substitute, and ‘real’ prices of the new
commodities in terms of income —are important in- the longer term-in
determining the size of the marketand its degree of pre«emptlon b‘y the
leading firms. :

A more convincing mterpretauon is that the rate of growth in
wages is determined, to a significant extent, on aggregate level, w.h;_le
differential rates of growth in labour productivity, evenin an oligopolistic
condition, are passed on to prices, thus continuously modifying the
structure of relative prices in the economy and allowing. technicz.lt
progress to affect other sectors also through changing input prices. This
applies despite the basic difference between a competitive structure and
an oligopolistic structure in terms of levels of profit margins and rates.
The link between wage growth and productivity growth, which generally
characterise oligopolistic contexts, accounts more for the aggregate
manufacturing level than for each individual industry, and especially for
those characterised by fast technical progress. This can be true despite
the fact that all the sectors might have oligopolistic structure. Changes in
relative prices and ‘downward’ diffusion of the effects of technical
progress are dynamic features of a capitalist economy which do not seem
to disappear in oligopolistic conditions.'*®

{F) It is worth looking at greater length at the role of demand in
relation to prices. We tried to argue with the help of our simplified model
that in a2 context of rapid iechnical progress prices are set to take into
account the dynamic effects of pricing policies on the size of the market,
on present and future guantities and present and future entry barriers.
Since the future deeply affects pricing decisions, forecasts and expec-
tations are obviously relevant. The previous discussion, nonetheless, has
been conducted on the assumption that forecasts are always correct so
that the hypothesised demand curve over which pricing decisions are
taken happens to be the ‘true’ one. It is time to relax that assumption and
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investigate ‘more realistically the effect of changes in demand. These
might be distinguished between long-run (trend) changes and short-run
(cyclical) changes, and, among the latter, between ‘expected’ and
‘unexpected’ ones. - - -

With regard to long-run changes -in demand, given ‘dynamic’
economies, an increasing production (in terms. of both cumulative
production ‘and flows of production per unit of time) brings about
decreasing unit-cost (if the growth in wage taic does not more than
compensate productivity growth). No supply-side constraint operates,
so that no U-shaped long-run cost curve is likely to appear.’*” On-the
contrary, other things being equal, prices will decrease more (increase
less} as a function of the increase in demand -over time. In- a similar
fashion, if short-run forecasted variations in-demand have any influence
at-all on prices, this happens through changes in cost conditionis so that
the greater the growth in demand, the lower are unit costs and prices,
Changes in demand will generaily affect prices only in so far as they
affect average ‘normal’ production cost: the bulk of the-adjustment vis-
a-vis short-run changes in demand is taken up by quantities and not by
prices. The ‘structural reasons for this property have been implicitly
given in the foregoing discussion on the nature of demand in relation to
cost conditions. In ‘normal’ circumstances (i.e. different from Germany
in 11923 or South American countries with three-digit inflation),
increasing or at least constant returns in production, the general lack of
scarse factors (at below-full-employment rates of activity), the indivisi-
bility of equipment —on the supply side —and the nature of the baskets
of consumption with the associated low short-term elasticities to price —
on the demand side - jointly define the ‘upper ceiling’ of the rates of
activity. of the industry in terms of levels of demand rather than decreasing
returns in production. Conversely, these same conditions make any
adjustment in quantities based on variations of prices very costly (for the
individual firms and for the industry as a whole). Whenever ihese
structural features are associated with (a) an industrial organisation
characterised by at least some price-makers (as we expect from our
oligopolistic model with pronounced inter-firm asymmeiries) and {b) an
inter-firm distribution of productive capacity not very far from the
‘equilibrium’ distribution related to the pattern of asymmetries them-
selves (cf. equation 17, page 132), then we would gxpect every ‘excess
demand’ or ‘excess supply’ (vis-a-vis trend values) to be absorbed via
quantity changes leaving price levels nearly stable. There is,
however, a case in which demand conditions might affect. in a more
traditional way, the level of prices in the short run: this is in relation to
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unforecasted variations in demand. The relevance of this case is Ii%(e.ly'.to
vary a-lot ‘between sectors. A ‘forecasted’ variation in demand' 1mp_i_1es
that, over the relevant time horizon, once firms-have set their price,
guantities are adjusted to meet the corresponding demand. Suppose that
in some sub-markets (markets of specific produocts) the: produced
quantities are inexcess pis-d-vis demand at that price. If the.d%verggqce- is
relatively low and, moreover, if the life-cycle of that pr-ot'iuct is relatively
long, probably not much will happen. Let us suppose mstegd that 'fhe
divergence is high and/or that the particular product will rapidly :dechne
in the futare. Then, if the firm keeps a stock of that commodity, the
latter’s value will rapidly shrink, even if-one overlooks the dispount raie
that the firm applies to the future value of the inventory. In this case, the
firm might be quite ready to undercut the prices in order to sell theexcess
supply. -Conversely (but ‘apparently - more rar;iy, &nqe-'-ﬁrr?fs are
generally able to increase their production in a fairly short time ),:-m-
conditions of heavy excess demand customers might be ready to pay a
premium in-order to shorten delivery lags. The mechan'-ism through which
both phenomena occur .are often variations in the‘ discounts that‘ firms
generally apply on listed prices.'*® Their same existence and thet_r role
point at the status and the limitations of our proposeq interpretation qf
pricé levels and changes: the argument developed in thfs'chapter"ts
meant to account, on a fairly general level, for the trends and the graviry
centres around which prices are generally likely to set, allowing at the
same time for observable recurrent divergences. IL{(}'\!\f'everZ our;theo_ret—
ical choice should by now be clear: we suggest that variations in prices
due to costs and structural conditions of the industry are the norm, while
wide variations due to excess supply or excess demand are, if we are
correct, an exception. )
{g) Puring the discussion of ‘limit pricing” it was sug_gcsted tlliat in
practice it would have been difficult to define a precise price at whxct} all
the entries were *blockaded’. Even when such a price is applied, 11 might
well happen that entries nonetheless occur, due to (3). ‘incremeptal’
proiduct improvements somehow equivalent to product d:ff?rel}uat;ons,
to the exploitatien of new potential markets and applications, or,
{b) simply to the fact that a group of firms is near enogg.}l to tl?e
technological frontier, so that none of them succeeds in gaining a big
lead over the other competitors. These two factors, together with a
continuous process of “proper” innovations, account for the emgiricaﬁ
observation that in new markets we generally find some sc‘aﬁtenng of
companies and not just one inpovator. The account of pricing levels
{and pricing behaviours) under these circumstances does not present
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particular conceptual problems. In so far as the innovator(s){which are
generally also the market leader(s)) and the subsequent entrants.can be
considered part of the same ‘market’, differential unit costs between the
former and the latier will operate in 2 manner very similar to the
technological discontinuities discussed above, leaving to the market
leader(s) the determination of ‘equilibrium prices’ in that market, whose
level '.will be, again, defined by technological conditions, demand
c.on'dxtions and the technological history of that segment of lhe'industry
(imitative t'u_ne lags, technological discontinuities, distribution of the
ﬁr-ms by size, etc.). In other words mobility barriers will contribute 1o
price and margin determination jointly with entry barriers.

Two. aspects, however, need to be mentioned. First, it is always
possible. for an established firm with sufficient financial resources to
enter a certain market, provided that i is ready to undertake losses {orat
least profits below the ‘minimum’) for a significant period of time. Such
& firm might well find it worth entering if it perceives the growing
potential of that market, This feature clarifies the asymmetric role of
small innovative (and often new) firms pis-d-vis big companies: as
mentioned already, there is no entry barrier for a company on the
innovation frontier, while there are significant barriers for imitators (i.e.
for firms which are not on that frontier), which may eventually be
overcome —although with significant difficulties ~ by big and financially
pow'erfu! firms, This feature, as we shall see, helps to explain why, in
semiconductors, entries by new firms occurred quite often in the USA
but not in Europe and, conversely, why the European and Japanése
producers are generally big established companies, .

Second, if one.allows a certain amount of €niry to occur in practice,
then the average mark-up in each sub-market (and in the aggregate) is
likely to depend on the distribution of firms by size on-each sub-market
and the degree of concentration. The relationship between con-
ci:ntrat%on/market power/profitability has been a topic: of ime?ase
discussion in industrial economics. Although empirical investigations
do not appear to be conclusive, there seems to be some evidence {even if
not overwhelming) of a positive relationship. If our argument above is
correct, however, the main relationship does not run from concentration
to nter-oligopolistic collusion and market power and profit-
ability. On the contrary it runs from inter-firm asymmetries to both
concentration and profitability, while collusive behaviours are not
necessary to our explanation, although they sometimes happen.
Accordingly, in the formula for the aggregate level of prices (equation
19}, the m, {margin over cost) in each sub-market to be taken is that of
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the market leader, while the ‘average’ margin in each sub-market and for
the industry as a whole will depend, other things being equal, on'the
distribution of market shares between ‘low cost’ and ‘highcost’ firms:25¢
(h) We may now add-another variable to our interpretative frame-
work in order to describe in more detail the relationship technical
progress/productivity/prices, . namely process - innovations - (of -the
capital-embodied kind), on the assumption that they are unrelated to
product innovation and ‘size neutral’-(i.e. unrelated. to economies ‘of
scale). Suppose 'a distribution of the capital stock according to its
vintage, a la Salter.’*! The distribution of unit labour costs is thusa
function of the distribution of the total capital stock according to its
vintage. The condition for investment will -be positive expected “net
discounted returns,**? and the scrapping criterion will be that operating
costs on the oldest vintage in use will have to be higher than:the fotal
costs {including depreciation  allowances and ‘interests) on the new
investment, Notably it has been shown that the validity of the criterion
does not depend on market structure (Le. whether one 15 considering a
‘free competitive” situation or an oligopolistic one), but simply on a.cost
minimising criterion, applicable in either market environment.'** An
additional step, however, has to be taken if we want to integrate our
previous analysis on ‘learning economies” with capital-embodied tech-
nical progress. From our definition, ‘learning economies’ concern the
relationship between (cumulative) output and unit costs, on the grounds
of an unchanged technology.! ** This implies that they affect unit labour
cost independently from the vintage of the capital to which labour inputs
are applied. Different levels of net investment, and therefore different
forecasted increases in output, will thus affect also unit operative costs of
the past vintages. Conversely, learning econornies will also influence
replacement decisions and decisions regarding the amount of net
investment. Gross and net investments, prices, guantities and mar-
gins'** have to be determined simultancously. In formal terms one
could add to the system of equations 3, 5, 6 and 9 an equation which
determines investment in relation to demand conditions and scrapping
criteria, The various vintages (i.e. capital embodied technical progress)
define the ‘maximum’ labour input and (physical) capital input coef-
ficients: learning effects represent a more efficient use of the existing
capital stock and labour. Actual input cocfficients, therefore, are not
‘variable’ because of factor substitution but due to an increasingly
efficient use of them, owing io learning.
{iy There might be yet another functional relationship between
investments, prices, guantities and margins, via the financial require-
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ments for ‘the investment. In other. words, cash-flow requirements!ss
may help to:determine price levels, The guestion basically concerns the
possibility of changes in prices and margin levels corresponding with
changes in gross investment outlets. In this respect one  should
distinguish between two cases. ' :

A first question —-which does not present particular problems —
concerns changes in investment outlets, for any particular product,
determined by changes in the capital/output ratio: in this cases, it is very
plausible that the entire structure of margins (for the innovators and for
potential -entrants as well as for possible infra-marginal existing
prodt}cers) would tend to change correspondingly: the ‘minimum’
margin for the entrant would increase (decrease) according to the
increase {decrease) in the capital/output ratio, in order to continue to
reflect the minimum acceptable rate of profit.

A second case regards the possibility of changes in prices of a certain
product as a result of an increase in the rate of investment for given
capital/output ratios and given inter-firm asymmetries. Our model of
the determinants of oligopoly prices would exclude that possibility as a
gener.a} or permanent phenomenon. If the sources of the oligopolistic
margins do not change, such a pricing policy would lead to decreasing
market shares even under conditions of perfect collusion between the
existing producers, since new firms would tend to enter the market.

There is a more general point here. In our view, those models which
suggest a direct relationship between investment-related cash-fiow
requirements and profit margins, tend to underestimate the forces of
competition in capitalist economies. These forces operate both in ‘free
competitive’ and oligopolistic environments: in the longer term non-com-
petitive rates of profits are only allowed (and limited in their sizé) by
structural asymmetries amongst producers and between these and
potential ones.!s? J :

(5) Let us consider the effects of capital-embodied technical prog;ess
on entry conditions.’*® Clearly, the unit costs of existing producers
represent a weighted average of different input coefficients correspond-
ing to different vintages. On the other hand, the notional unit costs for
the potential entrant stem from the newest (the most efficient) vintage
These facts‘iead us to the following remarkable property: for given rates;
of procfugi m_novation, given ‘physical’ obsolescence of capital stock and
given imative lags (as far as products are concerned), cosr-based
asymmetries between innovators and imitators are inversely related to
capital-embodied technical progress. Existing producers are, as it were
held up with old vintages while new ones can fully reap the benefit 0%
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technical progress. In actual fact, one can.observe in the history of
several industries that capital-embodied technical change i often
associated with economies of scale and size-related entry-barriers which
partly curb {or even more than compensate) the diffusive effect of the
former. Leaving that aside, capital-embodied technical progress assuch
induces competitive dynamics and tends to reduce-entry barriers. One
may ecasily conceive an ‘ideal type’ of structure opposii¢ to the

" oligopolistic one considered so far, whereby there is a negative cost

différential between existing producers and entrants.%?

The Pace of Innovatior and Imitation: the Conditions for ‘Classica?’
Competitive Environments

These aspects of technical progress have far-reaching ‘implications.
Suppose technical progress, after one product innevation, takes only the
form of freely marketed capital-embodied process innovations, while
learning-by-doing, ‘disembodied’ process innovations and new product
innovations are absent. Under these conditions the original product-
innovator will have a rather low incentive to practise ‘penctration’ or
limit pricing since after the imitation lag period its advantage will
completety disappear: a monopolistic strategy will be more likely.
Conversely, after the imitation period, new entrants, utilising the most
efficient vintages of equipment will join the market, progressively
eroding the innovator’s monopolistic profits and even pushing them
beiow the competitive minimum. In a iarge enough industry charac-
terised by several products of different ages or — which is analytically the
same —in a one-product industry characterised by different vintages of
equipment, one will be able to observe an inter-firm variance in profit
rates. The average rate of profit of the industry, however, may well be
near the compertitive one. This stylised picture clearly corresponds to
what we have termed above (sece p. 100} as ‘weak oligopolistic
hypothesis’. Monopolistic and/or oligopolistic positions by individual
firms always exist but they are always withered away by newly emerging
competition. It can be easily seen how this process is similar to a stylised
‘classical’ dynamics or in several respects to an ‘early Schumpeterian
one’ (Schumpeter, 1919).

The cruciai difference with our model outlined above is that there are
no grounds for structural asymmetries between firms, or, even if there
are, such as a continuous fow of product innovations which require time
to be mmitated, the competitive effect brought forward by ever new
vintages of capital equipment compensates for them. One of the main
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differences between the ‘weak’ and the ‘strong’ oligopolistic hypotheses
depends on learning-by-doing*5® which, as such, drives toward cumu-
lative inter-firm asymmetries and represents a powerful mechanism of
private appropriation of technical progress. Whenever the long-run
private appropriation of technical progress (in the forms of non-
diffusable knowledge and productive techniques, serial correlation in
the innovative capabilities, etc.) is relatively unimportant, then the
‘classical’ view of dynamic competition appears perfectly adequate (cf,
for the most organic account, that part of Marx’s works which analyses
‘how things were’ in nineteenth-century capitalism): technical progress
is then essentially about ‘the battle for cheapening the commodity’ ¢!
and occurs mainly through capital-embodied process innovations. Our
model does not imply the absence of that process. On the contrary, it is
still at work and is a fundamental one: together with that, however, one
has to consider the mechanisms of internalisation within the firm %2 of
some aspects of technical progress, which —in our view — have become
increasingly important in this century, due also to the increasing
complexity of technologies and to the very nature of the patterns of
change analysed in Chapter 2. Technical progress based on ‘learning-by-
doing’ or, for that matter, economies of scale, is almost by definition

asymmetric: it implies that someone is ‘better’ than someone else,

because he/she produced a certain commodity first or because he/she has

bigger and more efficient plants, or both. By definition, not everybody

can be ‘better’ and, moreover, there is no reason, given a certain basic

technology, why the “better’ ones of today should become ‘equal’ {or

‘worse’) tomorrow: economies of scale and learning economies tend to

be self-reinforcing. Conversely, in the case of capital-embodied (and

size-neutral) innovations, there is no a priori impediment to a diffusion

of best-practice techniques throughout an industrial sector. This does

not happen instantaneously, but capital investments, once undertaken,

are there for their entire economic life. As Salter (1969) reminds us,

‘bygones are bygones'. Fast innovators of yesterday might be ‘held up’

by yesterday’s capital stock which is still viable {even if not the most

efficient one) today. This clearly provides a general competitive

mechanism which allows new firms, other things being equal. to gain an

advamage over old ones. In this context oligepolistic positions can only

be temporary.

We have thus reached a fairly complete picture of the opposing factors
affecting both inter-firm technological asymmetries and costs structures,
and the related competitive process. On the one hand, innovation and
technical change continuously induce asymmetric positions of innova-
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tive and imitative firms, characterised by entry barriers.and pre-emption
of the potential markets for the new commodities. On the other hand,
the existence of temporary monopolies on innovative commodities, and
the differential advantages accruing to early-comers appear {o act as a
strong incentive for further innovation. Moreover, technological imi-
tation and capital-embodied diffusion of new process technologies
represent powerful competitive forces which sustain the competitive
dynamism of an industry. The relative rates of these processes, together
with the rate of learning-by-doing and the degree of appropriability of
innovations, determine whether monopotistic/oligopolistic positions —
which in themselves are a permanent feature of technical progress —jead
also to permanent oligopolistic margins for the industry as a whole. In
other words, the relative pace of usymmetry-creating factors and diffusive
factors discriminates between ‘weak’ oligopolistic conditions {those which
might still be consistent with ‘classical’ competitive markets and average
competitive rates of profit) and ‘strong ' oligopoelistic conditions (which we
have analysed throughout this chapier). .

The framework outlined above is meant to suggest the range of
equilibrium prices and margins to which the industry is likely to tend,
given certain technological and market conditions, and to intepret the
basic trends in its dynamics. From the point of view of each individual
firm, ‘there are more things between heaven and earth’ than we can
account for in any economic model. On a more general level, however,
this framework appears capable of selecting from the infinite variety of
an ever-transforming world few fundamental trends and their determin-
ants, thus escaping the indeterminacy of the prevailing ‘individualist’
methodology, while in the meantime granting some behavioural degrees
of freedom to economic agenis which are able to influence their
environment and their future,

Throughout the process of technical change and structural trans-
formation of an industry, disequilibrium (vis-g-vis some ‘normal’ levels
of prices, quantities, profit margins and productive capacity) is likely to
appear continuously and to stimulate adjustment and structural change.
The description of the determination of prices and margins in the
hypothetical industry analysed above does not ruje out by any means the
occurrence of ‘disequiiibrium situations’, of ‘price wars’, etc. On the
contrary, it is just meant to define, as it were, the gravity centres and
boundaries of the process of adjustment in the industry.

The following section will atiempt to illustrate the process of
structural change and price determination in the semiconductor indus-
try making use of the theoretical framework outlined here. -
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3.4 TECHNICAL CHANGE AND GROWTH: THE WORLD
SEMICONDUCTOR INDUSTRY

An QOverview

Commercial production of semiconductor devices started around 1950.
Since then, the industry has experienced impressive growth rates: in the
period 195876, the American industry grew in monetary terms at an
average annual compound rate of 18.5 per cent and in real terms at a rate
of 44 per cent (Table 3.6}, These meant that semiconductor prices came
down at a vertiginous rate. Similar but somewhat lower rates of growth
were achieved by the European industry. Tables 3.1 to 3.3 chart the
growth in markets, output and employment in the non-Communist
world’s semiconductor industry: this growth was particularly high in
integrated circuits (including microprocessors), by far the most dynamic
segment of the semiconducior market.

Despite such impressive rates of growth the size of the industry, in
terms of output and empioyment, remains limited: estimated world

TabLe 3.1 Estimates of major world semiconductor markets 197480
(US $ m. in current prices) '

197¢ 1975 1976 1977 1978  J979 1980

us

Total semi-

conductors 2,345 1,801 2904 3253 3937 5061 6360
of which ICs 1,236 938 1,909 2223 2694 3684 487

Western Europe

‘

Total semi- o
conductors 1,333 1,139 1564 1,826 2527 2820 3,105
of which ICs 520 471 720 885 1,336 1,566 K788
Japan
Total semi-
conductors LI71 1,126 1,866 2,008 2331 2714 3044
of which ICs 593 625 862 927 1289 1590 1838
Notes

* Figures include estimated in-house market of firms which also produce for the
open market but exclude consumption of firms exclusively producing for in-
house use {e.g. IBM, Western Electric),

Source  Electronics.
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semiconductor ocutput in 1978 was around $10,400 million (Table
3.2)'** and employment around 260,000 people (Table 3.3). European
output and employment can be estimated in the same year at around
$1,700 million (including US-controlled production) and around 50,000
employees. Employment grew much more slowly than output; in the
USA, the only country where historical data are available, total
employment grew at an annual rate of 9.5 per cent over the period 1958—
78. Productivity growth has been strikingly high: we estimate for the
USA (1958-76) a compound rate of around 33 per cent (Table 3.6).16¢

Despite the relatively small size of the industry, semiconductors
represent a technologically vital input in a great and growing number of
electronics and electronics-related industries. Table 3.7 provides a
disaggregation of the major end-user sectors in the USA and Western
Europe. '

KEY TO TABLES

Official statistical data for semiconductors are seldom available. Many figures
are therefore based on company and consulting organizations’ estimates. An
effort has been made whenever possible to keep the data from the various
soutces consistent with each other. Many discrepancies still exist, however, and
one shouid be extremely cautious in interpreting the data as anything more than
a simple indicator of the orders of magnitude. In particular:

(a) estimates of markets and market shares are often downward biased by the
underestimate of in-house consumption;

{b) different countries give slightly different definitions of semiconductors, with
respect to borderline products such as optoe-electronic devices, magnetic bubble
memories, and semi-finished parts;

(c) Japanese figures on employment and productivity are —in our view —
somewhat underestimating the former and overestimating the latter, since in
multi-divisional firms activities indirectly related to semiconductor production
may not be accounted for {some research and marketing activity, etc.);

{(d} semiconductor smuggling is a rather widespread phenomenon, at least in
Europe (our estimates in the ltalian case suggest it represents around one
quarter of the italian market!) This reduces the size of recorded trade flows and
of internal apparent consumption.

S 11
.. negligible
{ ) : estimated
. a space signifies information not avail-
able

‘World’ excludes the centrally planned economies.
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Tasee 3.5, World marker share and geographical distribution of markets af
major world semiconductor producers, 19782

(%)

World
market  Geographical breakdown of sales
share  USA  Japan  Europe  Cther

Texas Instruments I3 55 10 31 4
Motorola 8 62 5 25 8
Philips 7 24 4 63 9
Nippon Electric 7 8 71 4 H
Hitachi 5 6 80 2 12
National Semiconductors 5 65 5 19 i1
Toshiba 5 6 70 4 20
Fairchild 5 63 3 18 15
Ir}tel 4 59 3 27 13
Siemens 3 12 0 78 10
Others 40

Total i00
Note

@ Excludes in-house production.
Source  Nomura (1980),

be inversely related to the degree of complexity and innovativeness of
the commodities. It is higher in discrete semiconductors, much lower in
integrated circuits and very low in microprocessors, Notably, such
differences in the European shares in world output are much greater
than the differences in the corresponding European shares in world
consumption. This is, of course, reflected in the European trade balance,
and will be discussed in the next chapter. ' 5
A more disaggregate analysis of market shares broadly:confirms the
US market leadership and the European weakness in most semiconduc-
tor devices. Let us consider the following examples, elaborated on the
basis of the authoritative Dataquesr estimates.'®® Extreme cases are
MOS integrated circuits (share of European companies, 1980 6%
Japanese companies: around 279, while the rest, to 100 Y. can be
almost entirely attributed to US companies), MOS memories {European
companies, 1980: 2-3 %, Japanese companies: 27 Yoo US companies
70 %,). The Japanese catching up is highlighted especially by memories,
e.g. 64--K Dynamic RAMs (1980) (European Companies: nil; Japanese
companies: 609, US companies: 40%); 16-K Dynamic RAM
{European companies; less than 29 Japanese companies: 409, US
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TasLe 3.6 US: indices of shipmenis, productivity and prices in the semiconduc-
tor indusiry, 1958782

(1972 = 100)
s, S, VA, _, P, I

1958 9.3 0.5 36.8 1.8 2114.0
1963 254 4.6 41.5 8.1 555.6
1964 26.5 6.7 455 12.5 392.8
1965 33.7 113 470 17.6 298.4
1966 41.5 19.6 48.4 24.5 215.4
1967 422 219 475 26.1 192.7
1968 48.7 31.8 51.9 35.4 152.9
1969 582 495 52.3 438 117.5
1970 555 451 59.2 46.6 123.0
1971 59.1 50.0 81.2 71.8 1182
1972 1000 1000 100.0 100.0 100.0
1973 1349 1585 107.3 120.4 85.1
1974 1592 1899 - 115.3 123.0 23.8
1975 1212 1723 140.8 203.3 70.3
1976 1654 2495 161.1 235.9 66.2
1977 (196.0)
1978 (236.0)

S, = Shipments at current prices
S, = Shipments at constant prices
VA, = Value Added per man-hour of production worker (at current prices)
P.._+ = Productivity per man-hour of production worker
I = Price index of semiconductor output.

Note

3 The price and productivity indexes do not take into account the rapidly
increasing complexity of the devices produced. Had this been possible,
productivity would have shown a greater increase and prices a manifold
greater decrease,

Sources
Calculated on the basis of data in US Department of Commerce, Census of

Manufactures, and Annual Survey of Manufactures, various years. Qwn
elaboration for the price index and value added deflator. See Appendix L

companies 58 %). The American leadership is particularly pronounced
in microprocessors and microcomputers, ¢.g. 4-bit microcomputers
(1980} (European companies: near zero; Japanese companies: 36 %; US
companies: 64 %7}, 8-bit microcomputers (Europe: 1 %; Japan 15%; US:
83%); 8-bit microprocessors (Europe: 3%; Japan: 159%; US: 8290}
16-bit microprocessors (Europe: nil; Japan: 3%; US: §7%).1%¢

The world semiconductor industry is dominated by a relatively small
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Taste 3.7 End-users of semiconductors on US: 4B g & ge &g g
and Western European markets, 1978 ] 28 ©vZ2 g S % § b
(%) g 3% S2ew Ty S5, ©
= E o s v E.E bt~ R A
E| Exs “SE28% Pmo wxf §
Western T §2E w55 SE§ OEL;}"Z-E' &
SIB2E EEES =EE E 3
Us Eurape §§ 3§§ Egga E;_g.gg,ﬂ» %g
] ot e o, < = = =]
Computers 56 20 85|88 Sg88s ESF 2.5 EF
Consumer products 9 30 E= E e £2g® EW - A
g [ w0, ‘t"n‘.-"us m'E'" DQ‘E m_:
Automotive 2 o g g8 2= g g 8F g & £
- o B S8 =S82E s34 282 oF
Industrial 1 18 R c |O38& ZEEE£50CEB @8E O3
Cemmunications 9 14 2 é :
Government 13 5 ) By HEE  SSgs 4 B8 =4
N . L — - - = o= =R
Distributor a 13 g N 82 RES B p =S H3%
X —— per & & P [ =]
3 : | §.8 #3B & =z eE E7E
Total 100 100 ] & By = = - 8 .8
N 59| 5%E g8 $ g2 Sgs
5 5 <3 2 uw §F 7usEw
Nore . g 2| g2t % < 5 %5 §E§
s Attributed to estimated end-users. £ | 93T 8% 2 5 s = Eg
£ Tl 5258 8A° 1 =~ o o 3
SoURCES , 3 X882, 5 o3 E_5 E8 Syg
US: Arthur D. Little, Inc. £ £ .~5% Eg3° 582 8¢ £EO
T
Western Europe: SGS—Adtes. = : 3 g—? : § 2 § e *3 g g 5"«5
£ Stz 8252 ds 55 A5¢E
S
. - . . R - ) & —
number of firms, resulting in a level of concentration that is high if one 2 PR 2 52 28 o3 éﬁ
. . [~ _
takes into account the remarkable number of new entries (see Table 3.5 g & 2R o2 HS =% 2=
. - L =y - —
for the world market share of the top ten firms in 1978 and Tables 3.8, g g e =
3.10and 3.11 for the basic data on the major activities of the largest firms ﬁ g = - . 5 3 .3
. E-
of Western Europe, the USA and Japan respectively.?®”). Remarkably, S 5 g g Loy 8L 8g &hn
the levels of concentration are particularly high in microprocessors. § = Nen s o =z &
- . =
Estimates, based again on Dataquest data, suggest a world market share N 3
- - . . . —~— -~ ~~~
of 457, for the leading producer of 4-bit microcomputers and 83 %/ for 5 §3| a8 g s e gt g
the four leading firms. The corresponding figures are 27 % and 78 % for = O 58 =8 e 28 2
8-bit microcomputers, 139 and 38 % for 8-bit microprocessors; 49 o ~ =~ = =
and 939 for 16-bit microprocessors. b - . )
Until recently, however, there has been no indication of increasing 2 s o 2% v
. . - 2SN - -
concentration for the world semiconductor industry as a whole: the = 3 T ;g_ S )2 x = f * - ST
4-firms concentration ratio was 33 in 1973 and 31 % in 1980, and the g Z8E : ;“:; 5% L 5% g% £ ) ﬁ g
- . . b - =
8-firms ratio was 482 in 1973 and 499 in 1980.1¢% N § L £ g 1, % g = s 2 ZE. §
. . by o) - B =
The degree of concentration reflects also the importance of pro- ZOED ORZL wZEz Zwmc O
nounced dynamic economies of scale: other things being equal (inciudng
manufacturing technologies),: productivity appears to be a direct o = o % _5 =
. . . . . .. [] o
logarithmic function of the cumulative volume of production. This is the o 5 & 2 8 2y < B g
- . . . . . by - o~
already discussed ‘learning curve’ effect. Increasingly, static economies s5: | £EY B g EZ 4 =z @ Z 5
. . - - . I3 - = s
of scale also appear to be relevant — that is, an increasing productivity in £33 fzs S0 £m g2 25¢
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relation to the scale of production. To the extent that static and dynamic
economies of scale and degrees of process innovativeness are captured
by indicators of labour productivity, the estimates of the value of
shipments per employee in major producing countries in Table 3.4 show
the relatively strong position of Japan and the USA (though one must
keep in mind that the figures in this table are biased by the different
accounting procedures). Moreover, the European figure includes
American subsidiaries which push the ratio up because they generally
present & lower degree of vertical integration, apart from any possible
difference in productivity.

The relative stability of degrees of concentration has historically been
due to successive waves of new entries into the industry in the USA.
These were mainly new innovative firms which originated as spin-offs

TasLe 3.12  Western Europe: production of integrated circuits, by country,

19748
(US $m)
Country 197¢ 1975 1976 1977 1978
Euroﬁean Economic Community®
Belginm 8 6 3 3 3
France 74 65 78 78 84
Italy 29 i5 49 55 84
Netherlands 7 16 14 20 23
United Kingdom 100 104 100 Fig 147
West Germany 112 115 34 19} 256
Subtotal 330 317 318 465 591
Other European countries ‘
Austria 4 4 .
Spain 2 2 4 4 4
Sweden 3 4 5 8 47
Switzerland 4 4 2557 27 40
Subtotal 13 14 34 37 51
Total 343 331 412 502 642
Motes

2 A slight divergence between this table and row (3) of Table 3.2 is due to
different accounts for semi-finished parts and European assembly of imported
parts by American companies.

® This does not include data for Luxembourg, Ireland and Denmark.

Sourcs
United States International Trade Commission (1979, p. 119).

Tasie 313 Major Japanese semiconductor producers, 1978

Major areas of firm specialisation

Turnover {$m}

Semti-

Total

parent con-

Totral

All firm activities
5

Within 8Cs
4

3

company  ductor
2

group*
i

Telecotnmunications, computers, semi-

conductors.

581 MOS, linear.

2,932

3.765

Nippon

Electric

Consumer electronics, indusirial, com-

puters, telecommunications,

450 MOS;—ICS, bipolar, memories.

7,187

12,260

Hitachi

Consumer electfonics, industrial, data
processing, telecommunications.

386 Very diversified. Lineéar for consumer

5,905

9,110

Toshiba

application, MOS, automotive appli-

cations, discrete $Cs.
232 Discrete SCs, linear for consumer products.

SCs

7.614

10,218

Matsushita

Electric

Consumer electronics.

Industrial electronics, consumer, data
processing, telecommunications.

Consumer electronics.

197 Very diversified. MOS, memories, dis-

4.45)

4,851

Mitsubishi
Electric

crete SCs,
23 Linear bipolar.

Computers, telecommunications, indus-
trial electronics, semiconductors,

Consuiner electronics.

2,520
2,100

2,634

Tokyo Sanyo

Fujitsu

106 MOS (especially memories) digital

bipolar.

13

1.977

Sony

Discrete $Cs, 1Cs for consumer elec- .

tronics. i
37 MOS (especially for calculators, etc.)

1,301

Sharp

Consumer electronics, calculators.

MNotss

» Consolidated.

Sources Nomura (1980); except column 2 figures for Tokye Sanyo, Sony and Sharp from Brezzi (1980); columns 3 and 4 also

i
[~
L

supplemented by information from interviews.
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from existing firms (at the beginning of the industry, spin-offs of
scientists and technicians for Bell Laboratories and -big electrical
companies and later from established semiconductor companies), %%

In the seventies the number of new entries progressively decreased and
came to a halt by the end of the decade. '™ On the other hand, the quick
rise of Japanese companies curbed the growth of market shares of
established US companies. .

A new phenomenon of the early cighties which is hardly caught by
market share figures is the emergence of so-calied ‘silicon-foundries’,
companies (generally small ones) which manufacture on order semi-
conductor devices that are partly or entirely designed by a customer (the
latter sometimes manufacture also the “mask™ ! of the circnit). 172
Finally, ‘side’ entries. by already established’ companies show an
increasing trend. Those newly established productive facilities in
existing companies quite often provide semiconductors for in-house use.

In Europe, no significant entry of new innovative firms occurred
throughout the history of the industry. Similarly in Japan, most of the
semiconductor producers are big electronic companies. '

A noticeable feature of the end of the seventies and early eighties is
the increase of capital/output ratios, due to the increasing complexity of
the circuits and the increasing automation of production.!”?

As already mentioned, throughout the history of the industry prices
have been falling over time (not only relative prices, vis-G-vis the price
index of manufacturing output, but also absolute prices). An atternpt to
construct a price index for semiconductor output can be found in Table
3.6. Performance-weighted prices have been falling at a much greater
rate: it is estimnated that the price per Jogical unit of an IC {expressed in
current French francs) was 107 1in 1970, 17.1 "2 in 1975, 3.1073 in 1980
and is expected to go down to 5.17% in 1985.174

The Factors Affecting the Entry of New Companies ..

Making use of the framework suggested in the theoretical sections of this
chapter we can now discuss some fundamental trends in the industry, In
many respects, the analysis that follows may be considered a partial test
of the former.

Chapter 2 dealt primarily with the generation of innovations and its
determinants, while the process of commercial exploitation of
the innovations themselves was largely overlooked. So, one had to stress
the role of big established companies, especially in the early days of the
industry, in the production of the major technological breakthroughs.

Conversely, the history of commercial successes on the new innova-
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tive-commodities shows the primary role of new companies (generally
spin-offs from already existing semiconductor producers). Complete
descriptions of this feature of the semiconductor industry can already be
found in the iiterature.'”® Thus we shall refer to thess studies for the
detailed evidence on the phenomenon. Few general points, however,
need mention. One might wonder why these new entries occurred. In
Chapter 2, the necessary conditions were discussed, namely, the fact that
the American industry was placed on the technological frontier, and the
features of the technology itseif, which for a long time remained ‘people-
embodied’ rather than ‘equipment-embodied’. The first condition, it
was also suggested, explains why several new entries occurred in the
UJSA but not in Europe and Japan.

Those necessary conditions, however, are by no means sufficient ones.
One can easily imagine, for example, a scenario where big established
electrical companies were not only responsible for the technological
advances but also for their full market exploitation. Some tentative
hypotheses can be suggested regarding the factors allowing the success-
ful emergence of new companies:

{a)} One ofthe few clear cases in which the oligopolistic structure of an
industry is likely to hinder a swift introduction of innovative com-
modities might occur when new commaodities replace some other ones
already produced by existing oligopolistic firms. In fact, the first semi-
conductors (transistors and diodes) were substitutes for thermoionic valves.
Moreover, throughout the history of the industry, new vintages of
products very often accelerated the decline of existing products
belonging to ‘old’ technological vintages. Given these coaditions,
suppose that a certain firm, which has a significant market share on an
existing product, succeeds in developing a new device, which is likely to
substitute the previous one. A decision by that firm to commercialise the
new commeodity is very similar to an investment decision: the investment
is undertaken only if the discounted returns are greater or equal to the
cost of the investment itself. In this case, the decrease over time of the
returns on the old product have to be considered as ‘costs” for that firm,
while, of course, they would not be so for any other company which is
not producing the old commodity.?”® It mighi well be that it is not
profitable for the company to invest in the new commodity, while it
would be so for 2 new firm. In this exercise of evaluation of future
returns over the new investment, the estimaies regarding the degree of
monopoly that the considered firm maintains upon the new technology
is obviously crucial: the above calculations are correct only jn so far as
the firm assumes that no one else will introduce the new product, in case
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the ‘old’ firm does not. Clearly the estimates of profitability on the new
commodity would be different for a group of scientists and engineers
leaving that company and taking with them the ‘knowledge’ around the
new product. We can call this the ‘opportupity cost differential’ between
new and e¢stablished firms..

(b) Even when the ‘old’ company is willing to invest in 4 new
commodity, the researchers in which the new technology is ‘embodied’
might still retain the choice between letting their comparny exploit the
innovation or establishing a new company by themselves. In the second
alternative total returns in the wake of success are likely to be much
greater: they would get, in fact, the profits which otherwise would go to
the company.'”” On the other hand, one must account for the
uncertainty and risk associated with the introduction of the new
product. Had the researchers decided to establish a new company, they
would also face the associated uncertainty. If the attitude towards risk
and uncertainty turns out to be systematically different between
established companies and would-be entrants, one could go as far as
saying that established oligopolies objectively favour the establishment
of new risk-taking firms, while being ready to buy them at a later stage, if
they are successful.'”® At any rate, even if the attitude towards risk and
uncertainty is identical regarding the established company and the
potential enterpreneurs, the higher perspective return for the latter is
likely to yield to an apparent ‘tisk-loving’ bias on their part.*”®

(c) A significant factor, favouring the establishment of new com-
panies, especially in the fifties and early sixties, was the Consent Decree
between the US government and AT & T, in which the latter agreed to
distribute its (strategic) semiconductor patents 10 any requesting firm
and not to manufacture semiconductor devices other than for in-house
use. In other words, a powerful potential oligopolist was prevented by
legislative measures from exploiting its entire technological advantage.

(d) A st of more behavioural factors helps to explain the low degree
of commerical swiftness of big established firms. Complex institutional
structures, as firms are, routinise most of their interactions with the
environment through decision tules which show the advantage of
reducing the cost of decision-making but, at the same time, also hinder
the promptness of any ‘creative’ reaction to change.*®° The argument is
reinforced by our model of technological change, based on the existence
of some kind of technological paradigms. These paradigms are likely to
be linked to an ‘organisational sociology’, buill en or around them,
which routinises and promoies advances along a technological trajec-
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tory, while inducing relative blindness-and institutional resistance with’
respect to tadical change. It is'a known fact of life that, in any.social
system, revolutions are generally difficult: this is due partly 1o the fact
that each system tends to become miopic with respect o the possibility
of alternative worlds, and partly to the fact that the system itself
embodies rules which make its performance efficient {on the ground of
its own criteria) and repress certain kinds of (more radical) change.
With these considerations in mind, one can easily appreciate the rich
account of the organisational structurc of semiconductor producers
given by Wilson et al. (1980).1%* We can reinterpret their advocacy of 2
‘balance between decentralisation and controb’ as the most conducive
set-up to a successful performance, in terms of a Nelson—Winter
evolutionary theory: the most successful companies have been charac-
terised by an organisational struciure which was ‘coupling’ efficient
rules of decision-making (such as costs and profit assessment jointly
with hierarchical control) together with some ‘meta-rule’ of change
(generally involving decentralised decisions and ‘creative’ behaviours),

1t is difficult to assess precisely the relative importance of the four
mentioned factors. One can only safely say that the third reason
(licensing policy by Bell Labs) and the first were more important until
the early sixties than atl a fater stage. There is evidence that
existing firms learned very guickly that any monopoly position on their
innovative activity was very uncertain and temporary (in relation to
both competitors and their own employees who could leave the
company) so that the time-lag between innovation and commercial-
isation has been generally reduced to a minimurm. 8% In the sixties and
early seventies the second factor (point b) has probably been the most
important one as an incentive to the establishment of new innovative
companies,

‘The emergence of ‘§chumpeterian’ companics on the American scene
has actually been a powerful mechanism for diffusion of innovations. 183
Some of those companies were able to grow and become ‘established
semiconductor oligopolies’ (e.g. Texas insiruments, Fairchild, National
Semiconductors, Intel, etc.). Many others failed or were absorbed by
larger companies.

Another kind of new entry could be defined as side entry i.e. already
existing companies {either operating in the electrical field or elsewhere)
entering the semiconductor business. This sort of entry in the first two
decades of the industry has ofien been similar to the ‘Schumpeterian
entry’: researchers, technicians and managets leaving an existing
semiconductor company and joining the potential entrant.’ 5%
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Throughout the history of the industry, the survival of existing
companies has depended on their ability to keep pace with technical
progress, not only on purely technological grounds (as one saw in
Chapter 2, established companies were responsible for many- tech-
nological advances) but also in the commercial arena. In this respect, the
record of the big electrical companies of the early fifties is strikingly
poor: among them, only RCA keeps a significant share of the market (as
mentioned, AT & T is a major producer, but only for in-house use).

Among new entrants, some maintained a leading technological and
market position (first of all, Texas Instruments), while others began to
decline together with the products and technologies with which they

TasLe 3.14  Marker shares in US semiconductor market by major companies
1957-74 '

1957 1960 1966 1974

Texas Instruments 20 20 17 i8
Transitron 12 9 3 -
Hughes it 5 (b} (b)
General Electric 9 8 8 3
RCA 6 7 7 7
Western Electric 5 5 b ©
Raytheon 5 4 (b) -
Sylvania 4 3 (b} -
Philco-Ford 3 6 3 (b)
Westinghouse . 2 ! k! -
Motorola {b) 5 12 14
Fairchild - 5 13 10
General Instruments {b) {b) 4 2
Delco - (b) 4 (b)
National Semiconductors ' ~ - (b) -’ 7
Intel - - T 5
Signetics - - (b) 4
AMI - - e 3
Rockwell - - - 2
Int. Rectifier - - - 2
Mostek - - - z
AMS - - - 2
Others 23 i6 12 15

* N.B. in-house sales and government contracts are excluded for 1974,
(b) Negligible.
{c) Only in-house producer.

Source Truel (1980, p. 79} (his elaboration in Tilion (1971) and DAFSA
(1977),
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originally entered -the market (for example Transitron, or, to some
extent, Fairchild), . o

The reasons for the total absence of new ‘Schumpeterian entries’ in
Europe'®® and Japan’®® have aiready been given in Chapter 2, in terms
of technological lags. As a consequence, market shares have been much
more stable in Japan than in the USA (seec Tables 3.14 and 3.15).

In Europe the relative instability of market shares has been due to the
entry of American companies, rather than to the emergence of new
indigenous firms. %7 :

The different dynamics of entries, exits and market shares.in the LSA,
Europe and Japan, support the hypothesis, suggested above, of the
asymmelric nature of entry and mobility barriers, especially in cases when
the latter essentially consist of different innovative capabilities: entry (on
mobility) barriers are a direct function of the technological lag of the
imitative firms.

Imitative countries, as we shall see at greater length in the next
chapter, in order to enter a market characterised by high innovation-
based entry barriers, are likely to require big companies characterised by

Tasie 3.15  Shares of Japanese semiconductor market, 195978

1959 1968 1978
(% involume) (% in volume} (% in value)

NEC 15 7 20
Hitachi 15 23 17
Toshiba 26 ) 21 14
Matsushita 16 15 8
Mitsubishi 2 3 7
Kobe Kogyo 5 3 4
Fuiitsu i 2
Tokyo Sanyo 2 13 4
Sony 3 2 2
Sharp 6
Oki 3
Others 3 2 3a)
Imports 2 10 13(a)
4 biggest producers 72 66 59
8 biggest producers 93 &1 77

(2) Texas Instruments accounts for around 3.5 %, of the market, of which 2.5 %,
is produced in Japan and 1% imported.
Source: Truel {1980, p. 87).

Sources  Tilton (1971); Trael (1980); Nomura {1980},
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ga) a sufficient financial strength capable of finanicing heavy research
mvestment and prolonged losses, and, (b) some kind of strong
behavioural rule of the kind: “You must be in the high technology, high
growth areas, becausc this is where your markets and your profits will be
in the long run, irrespective of present profitability calculations™

Leaming Effects and Market Pre-emption

Mirroring what has just been said, a crucial feature of the industry
which corresponds to the illustrative model suggested in the previou;
section of this chapter, concerns the differential advantages aceruing to
carly comers (i.e. innovators or fast imitators), These differential
advantages relate to (a) ‘learning effects’ and (b) ‘pre-emption effects’ of
the potential markets.

Both elements are well established in semiconductor literature,*88 and
the reader can find there an exhaustive treatment supported by case
studies of individual firms,

As is known, the ‘learning effect’ refers to the inverse relationship
between unit cost of production and cumulated volumes of output, on
the basis of an unchanged capital-embodied technology. Most of the
literature on semiconductors, however, adopts a definition of ‘learning
curve’, generally borrowed from managerial economics, which actually
includes {a) proper learning effects, (b} economies of scale, and (c) proper
Fechnical progress. The resulting concept of ‘learning curve’ is an
impressionistic measure of the dynamic combination of these three
factors.’®® On the other hand, the difficulties of an exact measurement of
the proper ‘learning’ are overwhelming:!*° the most satisfactory attempt
to measure it is in Webbick (1977}, although his estimates are not exempt
from the previously mentioned drawbacks, 9! The. good correlation
coefficients of his estimates are not at all surprising: technical progress
{(whenever not extremely discontinuous) is associated with time and so
are cumulative volumes of production. Moreover, economies of scale
{related to the rates of output per unit of time) are also associated with
cumulated output.’®? In a_case like this, any attempt to distinguish
between the different sources of lato sensu technical progress becomes
quite difficult and econometrics is not of great help, for multicollinearity
problems are likely to arise!®® (leaving aside the lack of appropriate
data). All this notwithstanding, estimates of the relationship between
costs {or prices} and cumulated quantities for the whole industry or

broad c;ategories of products maintain their power as a descriptive
synthesis.
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Another possible attempt to measure the effect of changes in output
on changes in productivity is by the estimate of the ‘Verdoorn-Kaldor
equation’, relating percentage increases in output and percentage
increases in productivity.!®* This is yet another ‘synthetic measure’
which summarises (a) economies of scale on existing plants, (b) different
degrees of utilisation of the labour force which is often a ‘quasi-fixed’
factor, {c} ‘short-run’ dynamic economies, {d) effects on productivity of
the new vintage investments. Some attempts to estimate the relationship,
on time series of American data referring to the whole semiconductor
industry yield very poor resulis:'®® the instability of the relationship
suggests that in a sector where technical change is rapid, radical and only
partly embodied in capital equipment, proportional changes in produc-
tivity may take place in ways independent of short-run changes in output
and fixed investment.'®

This result, if applicable also to other high technology sectors, is
remarkabie: it shows the importance of that part of technical change
which is disembodied from capital equipment. The result per se is far
from denying the existence of a “Verdoorn—Kaldor’ law. However, it
highiights a difference between innovative sectors and more mature
ones. The former are likely to constitute a rather small, although crucial
part of the manufacturing sector. Conversely, with respect to the latter,
the Verdoorn—Kaldor relation actually captures the diffusion of inno-
vations embodied in equipment which is often manufactured by or
indirectly related to the ‘innovative’ industries.

Finally, attempts to estitnate proper static economies of scale by plant
size, for the American industry, show rather unsatisfactory results on
1967 data, while suggesting the existence of relevant static economies of
scale in 1972.%7 According to our estimates, each doubling of plant size
{in the early seventies) produced an increase of §-9 per cent in
productivity per man-hours. This is in accordance with the hypothesis,
confirmed by various interviews, that in the last decade alse static
economies of scale have become relevant {and will be even more so in the
future).!®®

To summarise: the quantitative evidence available on the semiconduc-
tor industry appears to be consistent with the existence (suggested by
most experts and analysts of the industry) of very pronounced learning
gconomies. The interlinkage between ‘learning economies’, technical
progress and proper economies of scale, does not allow a more precise
guantification of the learning coefficient’. Even if it certainly is below the
30 per cent elasticity of the ‘synthetic learning curve’ which often appears
in the literature, it is nonetheless significantly high. This implies that the
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‘dynamic entry barriers’ described in the previous sections are operating
powerfully, as all the qualitative studies on the industry suggest.
Moreover, one must take into account the more recent (and increasing)
importance of size-refated economies of scale.

Om_a ai.so faces serious difficulties in trying to define in precise
quantitative terms the ‘pre-emption’ effects of early comers on markets
ppcned up by the fechnological potential and new possible uses of the
mnovative products. In order to test the hypothesis precisely, one would
need a very disaggregated breakdown of the semiconductor market by
products, the date of their first introduction, the companies which did it,
and their market shares. Unfortunately, this detailed set of data is nog
gene.rally available, so that one has to rely on more impressionistic and
qualitative evidence. Few examples, however, may be guoted. On general
grounds, there is sufficient evidence of the pre-emption effect on the
European market induced by American companies,'** aljowed by the
existence of (on average} sufficiently high technological lags between
American and European companies. On 2 more disaggregate level one
cancite the relatively high market share of Texas Instruments in the TTL
family of ICs ~ 41 per cent of the world market in 1970 and around 25 per
cent in 1980, which is significantly higher than its rather stable world
share in the total semiconductor market (around 12 per cent). TT was
responsible for the first introduction of the TTL family of ICs and for
several innovations inside that technology {Schottky TTL, etc.). Another
example is the very high market share of Motorola in ECL cireuits (a
percentage of world market always well above 30 per cent in the period
1970-7).

In actual fact, it quite often happens that a small group of companies
are all near the innovation frontier and introduce a new device at almost
the same time. Clearly in these cases our model can, easily account for
their market leadership - of the group as a wholé - but is no* meant to
explain the factors of differential success of each company belongin% to
the group. This will depend on the commercial strategies of each firm, the
specific characteristic of each product, etc.

The picture is further complicated by the phenomenon of second
sourcing: as already mentioned, it is fairly common for an innovative
firm to allow other firms to manufacture a new product, often in
exchange for a percentage royalty on sales. Second sourcin g (@) responds
Lo a requirement of the users, who prefer to have more than one source of
supply; {b) from the point of view of the innovator, is part of a market
penetr.ation strategy, especially in the case of different competing
proprietors’ products which strive to become the industry standard, and
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{c) sometimes, the innovator makes virtue out of necessity, since other
firms might be capable of imitating the new product anyhow. Second
sourcing is relatively more important for small innovative firms which
start from a narrow market base rather than big firms which already have
a wide foothold in the market.

With these considerations in mind, let us examine again concentration
ratios, Their relatively high level and stability through time militates in
favour of a market pre-emption hypothesis: the innovative companies
become leaders in markets which are, at least partly, created ex nove by
the innovations themselves, and maintain relatively high market shares
thereafter. The hypothesis is also supported by the fact that concentra-
tion ratios tend to increase with the level of product disaggregation. We
may consider at greater length the case of microprocessors and single-
chip microcomputers. DATAQUEST, the previously cited American
industry analyst, subdivides the market into four segments (very low-
end, low-end, mid-range, high-end)?®® according to costs and the
performance of the products (which is closely related to the length of the
*word’ the microprocessor handles, ie, 4-bit, 8--bit, 16--bit). Within each
segment, concentration is high or very high (well above the semiconduc-
tor average) and bears a significant relationship with the group of
companies which have been active innovators (such as Intel, Texas
Instruments, Motorola, Zilog, General Instruments) or quick imitators
(such as Nippon Electric). In the segment characterised by the lowest
degrees of concentration (the mid-range market) the first four producers
accounted in 1980 for around 47 per cent of world markets,*°! The
leaders were three innovators {Motorola, Zilog, and Intel) and one
aggressive imitator (Nippon Electric). In the other segments of the
market, 4-firm world concentration ratios ranged between 80 per cent
and marginally below 100 per cent. The case of Intel, in particular, is
worth considering. That firm was the first to introduce the microproc-
essor and is still one of the market leaders in all the mentioned segments
apart from the very low-end one {its overall world market share in MOS
microprocessors for 1980 was estimated by DATAQUEST at round
23 per cent},?®? and this is despite the fact that a good number of firms
have second-sourced Intel microprocessors.??? A rough estimate of the
total market share of microprocessors based on Intel technology is
around double Intel’s share.

In passing, note that Intel, a new innovative company operating to &
great extent on the technological frontier and with a market leadership
in several innovative products, enjoys margins and profits significantly
higher than the average. The average ratio of pre-tax profits to sales
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during the period 1977--80 has been 19.2 per cent, which compares, for .

example, with a corresponding ratio of 5.7 per cent for Texas Instrument
{(which is itself the leading semiconductor company and a market leader
in many produgcts).

The Stability of Margins and the Role of Demand

The structural features of the semiconductor industry appear fo
correspond 10 the conditions outlined on pp. 12242 of this chapter as
possible determinants of oligopolistic prices (technological lags, learning
effects, economies of scale, pre-emption of the market by ‘early comers’,
etc.). : _ . _ .

We must try to assess whether those structural conditions detérmine
oligopolistic pricing behaviours. The hypothesis of stable mark-ups over
variable cost {(at least in the short run) will be tested against the
‘competitive hypothesis’ of price fluctuations (relative to costs) in
relation to short-run fluctuation in demand.2%¢ '

The theoretical status of the test requires a close scrutiny. The mark-

up hypothesis actually implies the joint existence of two phenomena:

I. Firmsin the industry (at least some of them) do have the oligopolistic
power of fixing prices. In other words, the price is not determined
through auction-like procedures but is directly fixed by some price-
making firms. This broadly corresponds to what we have defined
above as the ‘weak oligopolistic hypothesis’. '

2. The price-making criteria are such that fluctuations in demand only

yield to corresponding changes in produced quantities without a
effect on prices. s :

Itisimportant to notice that point 2 is sufficient but not necessary inorder
for point 1 to be true. In other words, if fiuctuations in.demand do not
affect price levels, then certainly the industry is characterised by some
price-making oligopolistic power. The reverse is not necessarily true
since firms-with oligopolistic power might fix their price with some other
criteria sensitive to demand.?® For example, a neoclassical maxirniser
will change its prices in relation to demand fluctuations (if the marginal
cost curve is not flat), since changes in the demand curve {for the industry
and for each firm) will also change the marginal revenue curve for each
firm and its intercept with marginal costs. Another possibility isa pricing
criterion which tends to stabilise the rare of profit on the invested capital

throughout the cycle, so that margins are set in an inverse function of
demand fluctuations.2%¢
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Our long discussion on the structural dete.rm_inants of oligopolistic
margins; however, supports an empirical prediction of a ﬁxed_ mark-up
throughout the business-cycle, since we may expec.t the inter-firm
asymmetries which lead to these margins to be stable in the sh?rt run.

Our model does not rule out medium-term changes in the ‘normal’ level of
margins, but predicts that they should be independent from mar'ket
conditions and should be a function of the process of technological
innovation and imitation. We would expect that the lower inter-firm
differences are, in terms of innovative capability and unit cost,?®" the
nearer should margins be to some ‘competitive’ level, and vice versa, Ip
other words, oligepolistic margins capture the degree of pr_ivare appropri-
ability of technology and the relative balance between innovation and
imitation. There is also the corollary that we would expect 2 degree of
long-run stability of margins higher in ‘mature’ s.ect:orsm3 than in new
sectors characterised by a high rate of technical change apd dis-
continuities in the innovative process. This hypothesis, with its cor-
ollary, may be considered a {modified) refonulzlition of ! the
‘Schumpeterian’ hypothesis on the iong-run_ fwnbermg away of
innovation-based ‘super-profits’. We can state it in the anlowu}g way:
whenever, {a} the rate of imitation overtakes the rate of innovanon., and
(b} no other inter-firm discontinuity (such as size-related economies c_)f
scale) emerges, then, both inter-firm asymmetries and entry barriers will
tend to decrease and, with them, also oligopolistic margins and profit
rates.?%® _

One should rigorously test the model at a very disaggregate levelv, for
each product or products group, corresponding to ea.ch reEauvel_y
hemogenous market. Unfortunately, the appropriate series of .d_ata is
not available. One has therefore to investigate the relationship
price/costs at industry level.?'® The required indices of output and
prices, and the value added deflator had to be constr_ucted by the
author.2*! A certain number of relatively *heroic’ agsumptions had to be
made in order {o derive those indices. This fact must suggest an
additional degree of caution in the inierpretation of the resu]ts, even if -

in our view —it is not likely to undermine the main conclusions.

A mark-up pricing procedure would lead to an equation of the form:

P=f(Z m 24

7{_’ +
with p = price, w = direct labour costs, 7= productivity (i._e. value
added at constant prices per hour of direct labour), and m = unit cost of

materials.



177
176 Technical Change and Industrial Transformation

as Table 3.6 and elaborations {cf. Appendix I).

A ‘competitive pricing’ hypothesis would lead to an equation of the ?; '::: =
form: ' 21 8 8 & 2 z - =
R R &
P=f(3;:—,m,d> with f'(d)> 0 25 _;::'jg N-%!QE
- « 12 8 2 =z 9 2B IT57E
where 4 is some proxy of the level of demand.?!? Table 3.16 shows the B X1s 8 & & < ~E & § g
results of regression analysis of prices on variable costs and demand f; i = 5 2
levels. : Sz T o= §
For practical reasons, the estimates have been conducted on yearly '? o | 2 ;".!j ‘% 5 5 g &
data, without allowing for time lags, thus assuming actual yearly wage | 2 ‘E‘-E § 2 ¢ v e 73 2 g 3
rates and productivity levels as the ‘normal’ ones. Given the fast rate of g § - 9«‘_ 5 % E : g g f-; ;
change in productivity and technology, this does not appear to be a 2l>=% 2 8 e 202 T8 2 2 &
serious drawback, for the horizon on which firms fix a certain price is £ = 2 = -~ ] g‘ g E &
rather short. Moreover, from the model defined above, one would expect ) & 8B % El
‘forecasted costs’ to play a role at least as great as ‘present’ costs (not to s = —E -?é g £
speak of past costs). this rules out any important direct influence of time '§ £ é e = B
lags. On the other hand, the way expectations are formed is extremely 2 o é s £ ; 2
difficult to assess.?!* The assumption that, in general and on the average, E K g ; & g e
the forecasts made by the firms on a limited time horizon (one year) are g + FE & 2 E
nearly correct, appears to be a good approximation. : = 2 |c: "2 é e §
The results of the estimates seem to be consistent with a mark-up = S = £8 2 3 2
pricing procedure. Even overlooking estimates 1 and 2 (whose extremely Pl En i . ;‘3 2% g % %
good correlation coefficients may be imputed to the existence of strong S 2 gg =5 % o -é ! ;g:
time trends in both the dependent and independent variables), estimate 3, g %'é g S S8 2 g 2 g g
formulated in A logs®*'* shows a satisfactory correlation between - LR ! ! 28 T 95 E
levels of costs and prices (R? =0.59). The independent variable § E g f_ =2 ° g @* &
coefficient is sigoificant at 1 per cent level. When a . proxy %E‘ E &Tg &TR’ B g 2 = *Ef £
of demand levels is added, its coefficient appears either not = . Blr S g ay, E & 23
significantly different from zero (estimate 5) or sighificant and negative R B, = 2 = f2 5 &z g2
(estimate 4).2'* Both cases, of (a) no infiuence of demand on prices, or, © %f@ 2i < <93 : 2 E § A %
{b) an anti-cyclical behaviour of prices (with respect {6 costs), would i £58 3 § @ § ﬁ g a3 2585 § €8
certainly fall inside an oligopolistic determination of prices {as opposed 2 IS I= 3= 3= 7 E“’: 5 ‘%_‘: El % g
to a ‘free competitive’ one). The former case would represent the mark- - . . = —§ 6 B 2 <
up hypothesis stricto sensu, as outlined in the previous section, while the B 28 & § - B g & s 5 & % g 2 =2
latter would suggest that market leaders vary their mark-up in an inverse 21%% s 33 38 28 e"sg B B
relation to the growth of output, possibly in the light of two S| e e ” i =8 8 g =
considerations: li I [ I 8= 8 2 2 £
. . . . . B B oa A - 55838 8 53
L It is likely that, during slumps in demand, the incentive to enter Fa o 2 g g .3 E .E%*E S E2
decreases and, conversely, during booms, it increases. §§ a fof 5 = o § EVES E =5
2. Firms, in fixing their unit margins, might also take into account some L3 -5 B - - w Zaa, ld £

Source
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target rate of profit (on invested capitai), so that they try to vary unit
margins to stabilise as much as possible their rate of returns on a
capital stock, which, in the short rumn, is fixed 226

On this question, our econometric tests are inconclusive: part of the
good fit of the variable expressing percentage variation in shipments
(with a negative sign in estimate 4) may be due to some collinearity
between demand growth and costs decreases {via learning curve);
however, ‘an anti-cyclical behaviour of profit margins may actually be
due to the attempt of stabilising as much as possible profit rates. Such a
pricing routine is still perfectly consistent with the general model
outlined in the first part of this chapter: it is simply a different
bebavioural procedure of exploiting the degrees of freedom allowed
(and bounded) by the pattern of inter-firm asymmetries. '

If variations in prices (relative to costs) are easier for market leaders
than for price-taking firms, this would yield a variance in profit rates
during the cycle inversely related to the size of the firms (with the
exception of small innovative firms which are leaders on their ‘new
markets’). The scarce data on the subject would tend to confirm this
hypothesis (see Table 3.20).217

It is interesting to notice that in all the above estimates there is no SIgn
of the ‘cut throat’ price competition which is often mentioned in
describing the semiconductor industry, Of course, one cannot deny the
existence of a fierce competition in the industry; simply, it appears to act
more through innovation, exploitation of new markets, search of new
applications rather than through violent fluctuations in price/cost
margins. Morecover, what has just been said does not mean that the
continuous fall in prices is not felt as a major threatening factor by the
producers whose average costs are above those of market leaders {e.g. by
most of European producers). This price fall, however, may occur, as we
tried to show above, even in an oligopolistic structure,, while prices for
market leaders are stable with respect to costs.?*® Jt might well be that
on a more disaggregate level, prices would show a Jower stability and
would retain some signs of the ‘price wars’®!? recorded in the history of
the semiconductor industry. Nonetheless, it is already significant that on
aggregate level there is no sign of demand /supply — induced variations in
price levels: it appears extremely unlikely that the result is simply the
exact statistical compensation of ‘excess supply’ in some sub-markets
and ‘excess demand’ in other sub-markets.22° It is worth noticing that
the apparent inexistence of those “market clearing mechanisms”
suggested by traditional microeconomic theory occurs despite very
violent cyclical fluctuation in demand, much greater than those
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undergone by the aggregate manufacturing output {see Figure 3.4).
Certainly some reservations and a lot of caution are suggested by the
poorness of the data on which the caiculations are made. So, we would
not presume to say that the estimated coefficients are the ‘true’ ones. We
would be very surprised, however, if the main results of the cstirpates
were just a ‘statistical aberration’, a pure effect of the way the series of
data has been constructed.

An additional corroboration of the hypothesis of the existence of
powerful sources of oligopolistic positions in the industry stems from
the existence of significant differences in profitability between big firms,
on the one hand, and small-medium firms, on the other hand: as shown
in Table 3.20, for the period 1970--3, net income as a percentage of
stockholders’ equity was on average 15.2 per cent for the firms with
more than $100 million sales, 3.97 per cent for medium firms (§25-100
miliion sales) and 4.98 per cent for small firms (below $25 per cent

sales).

Entries, Capital Intensity and Long-run Changes in Profit Margins

The considered statistical evidence seems to rule out the ‘competitive
hypothesis’ which implies also a direct influence of short-run fluctu-
ations of demand on prices. The levels of mark-ups with respect to costs
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appear, nonetheless, to change through time independently of changes
in variable costs (in addition to being roughly independent from short-
run changes in demand). Gross margins (over variable costs) seem to
follow some kind of ‘long cycles’ (see Figure 3.5) unrelated
to short-run demand variations, but —more likely —linked with changes
in technological lags and leads between innovative and imitative firms,
entries of new firms, shifts in the balance between direct and indirect
labour, changes in capital/output ratios.??!

50%
a3

40 %

i

I L L

. 1 ] i 1 i 1 i i i i A i Fl
38 39 60 61 61 63 64 63 66 67 68 69 70 T1 7073 74 15 76

5%
Ficure 3.5 Gross margins over variable costs

Source as Table 3.6 and elaborations

Those *long cycles’ show a decline in the second half of the sixties and
an increasing trend in the first half of the seventies {notably the
maximum is-in 1975, a year of deep depression). Trying to estimate
precisely the impact of the various possible factors on the ‘long-run’
changes in gross and net margins, given the available data on the
industry, would be like guessing the exact shape of an elephant starting
from some knowledge of the form of its tail. It is possible, however, to
make a few remarks about the factors which might influence them. As
far as new entries are concerned, the peak was reached in the late sixties:
this might be one of the causes of declining unit gross and net margins
over the same period. As we tried to show in the first part of this chapter,
entry barriers, ‘limit prices’, etc. are relative concepts swhich draw a line
within a set of existing and potential producers, ranked according to
their innovative capabilities and unit costs of production. Thus, entries
may be considered a somewhat stochastic function of (a) the tech-
nological innovativeness of potential entrants (i.e. their distance from
the technological frontier). (b) prices on existing products, (c) possibil-
ities of finding new end-user markets (i.e. some kind of product
differentiation). If there are many would-be entrants which are not very
far from the frontier (as defined in Chapter 2) and many potential
markets to exploit, entries are likely to occur, even if existing firms
practise an ‘entry-deterring price’. The number of firms ‘on the frontier’

H
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Tape 3.17 Number of companies in the semiconductor
industry — USA, 196372

Year Number of companies
1963 86
1967 14}
1972 282

Semiconductor: SIC code 3674
Source US Census of Manufactures, various years.

and the distance of ali other firms from that same frontier bear a clear
relevance for the margins enjoyed by the industry.

As previously noted, the rate of new entry has been bottoming out
during the seventies. On the other hand, ‘side entry’ by established firms
has increased. In so far as the latter develop semiconductor productive
facilities mainly for in-house use, however, the two kinds of entries
might have had quite different impacts on prices and margins: only the
former is likely to have some significant de-stabilising effects on ‘normal’
profit margins. A similar argument applies to ‘silicon foundries’ which
operate on a very differentiated custom market.

Another possible reason for ‘long-run’ changes in unit margins might
have been a shifting balance between direct and indirect labour:
if firms set their prices through a cost—plus procedure on variable
costs, a relative shift in the composition of the workforce in
favour of indirect labour, should imply, other things being equal, an
increase in gross margins, to compensate the changing balance of costs.
As shown in Table 3.19, the semiconductor industry manifested a
pronounced trend towards the relative diminution of direct workers,
especially after the mid-sixties.

A third factor which may affect unit margins can be found in the state

‘of international competition. So far, our discussion of pricing dynamics

in the semiconductor industry has been conducted on the American
industry as if the latter were a closed economy. The American industry,
as discussed in Chapter 2, has been enjoying until recently a considerable
technological and manufacturing lead. Most of the competitive pre-
ssures which could check a certain profit level of market leaders were
likely to emerge inside the USA itself rather than from foreign
competitors. As will be discussed in greater detail in Chapter 4,
competition with foreign companies occurred mainly in foreign markets.
The existence of an increasingly unified world market affected the
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Tasie 3.18  Gross margins and net earnings after taxes as a percentage of sales,

196477
All
Semiconductors marnfacturing
(1) (2) 3
Gross margins Net earnings Net earnings
Year asa % of sales asva % of sales  asa % of sales
1964 46.8 5.2 5.2
1965 . 48.5 5.9 5.6
1966 474 5.3 5.6
1967 43.5 3.6 5.0
1968 . 43.3 34 51
1969 40.6 32 4.8
1970 41.5 1.1 4.0
1971 49.9 27 42
1972 50.1 5.0 43
1973 47.5 1.4 4.7
1974 447 6.1 55
1975 52.8 i9 4.6
1976 51.9 © 54 5.4
1977 5.1 53
14-year average
1964-77 4.5 5.0

(1) Margins over variable costs'as a percentage of sales.
{2) Net earnings after taxes as a percentage of sales.

Sources US Department of Commerce (1979, p. 57) and elaborations on US
Census of Manufacturers and Annual Survey of Manufaciurers,
vagious years,

i

structure and strategies of foreign industries much more than .the

American one. Recently the situation has changed: the Japanese entry
into the American market, made possible by their success in the
catching-up effort (both on technological and manufacturing grounds)
introduces an additional variable in our analysis of prices and margins in
the American market. Its effect, however, is unlikely to appear in the
available series of data which stops at 1976. We shall discuss the
question of American~Japanese competition below.

Finally, another possible factor, affecting the long-run variation in
gross (and net) margins relates to variation in capital/output ratios, Itis
worth undertaking a fairly detailed analysis of this variable, for it also
bears direct implications in terms of macroeconomic impact of technical
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TasLe 3.19  Employment in the US semiconductor industry, 1954-76

Production workers

Year Toral ('000s) as a %, of toral
1954 43 . 58
1956 11.2 na
1958 234 75
1959 36.5 77
1960 526 68
1961 53.2 66
1962 53.1 64
1963 56.3 67
1964 3553 69
1965 67.4 72
1966 82.2 72
1967 85.4 68
1968 874 69
1969 ' 98.8 70
1970 885 68
1971 . 4.7 . 61
1972 97.6 60
1973 120.0 62
1974 133.1 61
1975 96.7 ‘ 54
1976 102.5 56

Source US Department of Commerce (1979, p. 28).

progress.?2? Vis-d-vis changes in the capital/output ratio, margins tend
to be readjusted in order to achieve the new ‘equilibrium’ mark-up
compatible with the existing asymmetries (as defined in the previous
section). Technological asymmetries jointly with behavioural pric-
ing rules define a vector of profit rates, corresponding to each firm in
the industry. If the capital/output ratio changes, margins — we suggest —~
are readjusted to keep this vector of profit rates unchanged.

Note that capital/output ratios depend on both the amount of
‘physical’ capital required per unit of ‘physical’ output and on the
relative price of capital goods vis-d-vis the produced goods. Thus,
changes in the ratio are a function of:

1. Process- related technical progress in the production of capital goods
which tend to lower the unit price of capital equipment.

2. Product-related technical progress in capital goods which tend to
lower the amount of ‘physical’ capital required per unit of final
output, '
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3. Technical progress in ‘the equipment-using sector which tends to

lower both the ‘physical’ capital/output ratio, and the price of the
final commodity. = -

Unfortunately, we have neither the data on capital stocks, nor the

specific deflator for the investment expenditure in the sector. Few very
tentative remarks, however, can be made using a moving average of the
investment/output ratio (¥ ¥), which one may heroically assume to
move in the same direction as the capital/output ratio (X/¥).2* Table
3.21 and Figure 3.6 show the series 196376 for I/ Y (at current and
constant prices), for the relative prices between investment and final
goods, and an estimate of K/Y on the period 1969-76. During the
sixties, /¥ followed a ‘leng-cycle’ with a strong increase by the middle
of the decade and a decreasing tendency thereafter. The seventies, on the
contrary, show an increasing trend. Although precise data are not
available after 1976, this tendency appears to have accelerated in the
latest part of the decade.??* Whether this is the upswing in another
‘cycle’ in the K/ ¥ ratio or, vice versa, part of a long-run increasing trend,
itis hard to say. Many experts support the latter hypothesis. In the past,
however, it appears that each major technological advance involving a
substantial increase in ‘capital intensity’ had been slowly compensated
by capital-saving improvements and a ‘learning process” which augmen-
ted the efficiency in the use of the equipment.?* The net result was,
roughly, the stability in the investment/output ratio (which might be
taken as a proxy for the capital/output ratio). A strong and continuous
decline in the relative price of semiconductors vis-d-vis the equipment
utilised for their production (which expresses very different trends in
labour productivity in the semiconductor and the capital good sector)
has been more or less counterbalanced by capital-saving technical
progress {(both in terms of equipment-embodied advances and ‘learning
effects’).?2¢ The semiconductor industry probably represents one of the
clearest examples of the mechanisms at work in the economic system
which (roughly) keep technical progress on a Harrod—neutral path:
technical progress in both equipment--production and equipment—use,
mechanization and automation of manufacturing activities, the related
dynamics of relative prices, jointly explain that ‘stylised fact’ of modern
economic growth,

It is extremely difficult to assess the relative importance of these
factors upon Iong-run changes in the levels of ‘gross and net margins. In
our view, the two ‘long-cycles’ noticeable in the level of £ross margins
over the past two decades (cf. figure 3.5) have to be explained by guite

TasLe 3.20 Nel income after laxes as a perceniage of stockholder’s equity for selected US semiconductor companies, 19703

Medium companies with

All
manufacturing

Large companies with
and $100 m sales above $100 m All sample

safes between 325 m

Small companies with
sales under $25 m
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NUMBER OF ENTRANTS

12

1953 1955 1957 1959 1961 1963 1965 1967 1969 1971 1973 1975 1977 1979

1951

Figure 3.7 Number of entries in a sample of US semiconductor firms, 1951--79

Source Elaborations by Wilson et al, {1980).
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different variables. The relative increase in the rmd-s;xnes is: probabiy
affected by: o S

1. The high levels of margins obtainable on the newly mtroduced
integrated circuits,??8

- 2. Possibly, the temporary increase in the capltalfoutput rat:o as-

sociated with the introduction of planar technology and generai}y of
ICs manufacturing techniques.

3. Therecovery of the industry froma s1tuauon of exogenously mduced
over-capacity experienced in the early part of the decade due to a
government policy of bua]dmg up strategic capacity in the in-
dustry. 227 :

The relative declme in the margins, in the late- 19605/early 1970s, is
associated with the considerable number of entries which occurred in‘that
period in the American market, together with the relative shift of
demand for the most advanced devices from the rmhtary to civilian
markets.??®

The reader is invited to compare Fag 3.7 with F]g 3.5 ’I"hroughout
the history of the industry there is some correspondence between the
sheer number of entries and changes in average gross margins. Note that
historically waves of entry appear to stem from two distinct plienomena,
namely, (a) a-major technological breakthrough (i.e. the transistor, the
planar process with the associated ‘integrated circuit, the ‘micropro-
cessor), and (b} a lagged effect of a former major breakthrough, after five
to ten years, associated with improvements and ‘derived’ innovations
based on a well-established basic technology.

Finally, the increase in gross margins throughout the mid-late 1970s
is probably affected by augmented ‘static’ barriers 1o entry, together
with a significant increase in margmai {and average) capital/output
ratios.

The Cowboy and the Samurai, or Investment in Different
Institutiona! Contexts

In recent years {especially 1979—80) firms have put an increasing siress
on cash flow and profit targets rather than ‘growth’ targets: they claim
they are forced to do so by increasing cost of investments.?*® Many
American firms suggest that over the same period {1978—80) they have
been somewhat supply-constrained, because of a lack of sufficient
internally generated funds to finance expansion.?** If this happened to
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be a widespread phenomenon within the industry, it would also imply
that firms define a rather rigid constraint on their debt/own capital ratio
(and at a rather low level). Available data appears to confirm it {see
Table 3.22).2*2 More than a ‘structural’ feature of the system, however
this appears to be a behavioural regularity of American capitalism {and
before it, the English one). It is of some interest to observe tht;
competitive interaction between the American. semiconductor industry
and the Jgpgnese one, which appears to be aggressively oriented towards
the maximum rate of expansion without any self-inflicted financial
constraint on investments. Unfortunately, thisis not the plaée to analyse
.thc very complex issue of the political economy of growth in different
mdustrial countries. We hope that the reader will nonetheless forgive us
for few untested remarks and suggestions. (We shall come back ina
more organic way to the structure of international markets in the
following chapter). - : :

. In order to illustrate the difference between Japanese and American
investment behaviours, let us imagine two national industries (say, two
national semiconductor industries), characterised by the same ;ech-
nplogicai levels, the same wage rates and the same rates of profit, which
dfffer only in investment behaviours. The first industry invests on some
km{i of modified ‘accelerator’ patiern so that, at any time, the amount of
net investment is a function of both recent changes in production and a
trend value of production growth. The second industry invests as a-

t

Taste 3.22  Financial structure of semiconductor and all manufacturing indus-
try, 196977 (%)

Eguiry Long-term debt Short-term debt
Year Semicond. Al M.  Semicond. AN M. Semicond. Al M,
1969 70 72 29 22
1970 69 71 28 23 ; g
1971 70 71 28 24 2 5
1972 75 7 21 24 4 6
i971 80 71 i8 23 2 6
1974 78 71 14 23 8 6
1975 83 72 i3 24 9 4
1976 82 73 It 23 7 4
1977 85 72 10 24 5 4
9-year
average 77 72 19 23 4 5

Source  US Department of Commerce (1979, p. 56).
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function of past and present profits.?** Suppose also.that total profits
are a positive function of demand cycles and that the latter are very
pronounced. The second industry will face recurrent overcapacities and
capacity shortages, while the first is more likely to experience ‘smooth’
capacity cycies. Imagine that the first industry captures additional
market shares when the second is supply-constrained and keeps them
thereafter, Even without formally solving the corresponding system of
finite differences equations, one can see intuitively that the first industry
is slowly going to-capture the entire market. The trend would obviously
be accelerated if, other things being equal, the first industry accepts a
‘normal’ rate of profit which is lower than the second.

This is an extreme example, but it is useful to highlight one aspect of
American—Japanese competition in the second half of the 19705 and in
the early 1980s.7** Why this can happen in the real world relates to the
‘institutional degrees of freedom’, for given structural conditions, which
have been stressed many times. Institutional behaviours ofien relate to
factors that are ‘unspeakable’ from a strictly economic point of view, In
another work,2*® we attempt some analysis of the relationship between
government and companies in Japan and of the ‘growth-orientation” in
Japanese companies induced by the system of lifetime employment.??¢
Let us mention another factor, without any attempt to test its relevance.
It might well be that, other things being equal, ‘shortsightedness’ in
investment behaviour is a direct function of the development of financial
markets.237 In other words, the more firms rely on the stock market for
their funds, the higher is their short-run profit constraint and the lower 1s
their maximum leverage ratio.. This should not be surprising, the
‘Modigliani—Miller Theorem’ notwithstanding ?*® Only the fantastic
financial investor of the textbook knows (or believes to know) the future
and accounts for his/her expectations correspondingly. In actual fact the
stock markets are, loosely speaking, the economic environment which is
nearest to ‘instantaneous’ profit-maximisation, concerned, as they are,
with more or less volatile gambles on ‘making money here and now’.
Conversely, this environment may be compared with structured insti-

tutions (such as Japanese industrial banks, or for that matter, German
banks at the turn of the century), ‘whose business is financing growth’.

The behavioural difference might be even greater if we consider
various ways in which the individual performance is assessed and
rewarded under the two systems of relations between the financial and
industrial sectors. While the archetypical stock exchange operator
behaves under the pure capitalist rule of ‘making money’, the arche-
typical representative of a Japanese ‘industrial-financial complex’
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appears, to a dilettante in sociology —as we are — 1o incorporate the
interests of the national gesamtkapital as part of its fundamental rules of
behaviour, critetia of assessment and power status. These observations
are strictly ‘unscientific’: however, they should warn about the import-
ance of the relations between the economic system, stricto sensu, and the
socio—political context. The degrees of freedom which companies’
behaviours maintain are filled by the institutional regularities which
define the particular ‘rationality’ of each society, even within the broad
context of the common fundamental rules of the game of capitalist
systems. Moreover, the extreme archetypes suggested above —which
are, as such, almost a caricature —hint at the very real possibiity of
conflicts and trade-offs between static efficiency and dynamic efficiency
of the system, and at the weakness of short-run profitability in signalling
modes of conduct which are only efficient in the long-run, in terms of
growth and innovativeness.

3.5 CONCLUSIONS
Oligopoly and Economic Dynamics

In the process of growth-of a new industry such as semiconductors, a
crucial role is played by technical change in upsetting established
oligopolistic positions, opening up new market possibilities, giving rise
to new (more or less temporary) oligopolistic equilibria. In Chapter 2,
we attempted to analyse the patterns of technical change defining a
concept of ‘technological trajectories’, related to ‘technological para-
digms’, with significant similarities to what modern .epistemology
defines as scientific paradigms or research programmes. There, it was
stressed also that those technological trajectoriés are by no means ‘given
by the engineers’ alone: we tried to show that they are the final outcome
of a complex interaction between some fundamental economic factors
(search for new profit opportunities and for new markets, tendencies
toward cost-saving and automation, etc.) together with powerful
institutional factors (the interests and structure of existing firms, the
effects of government bodies, the patterns of social conflict, etc). In the
light of the discussion of this chapter, some additional features of
the process of interaction between technological innovative activity and
the economic structure can be defined. First, as already mentioned, the
more a fundamental technological pattern becomes established, the
more the mechanism of generation of innovations and technological
advances appears to become endogenous to the ‘normal’ economic
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mechanisms, In this respect the possibility of  enjoying temporary
monopolistic {and long-run -oligopolistic) -positions on new products
and processes appears toact as a powerful incentive to the innovative
activity, the development of new applications, and the improvement of
existing products. The prospective differential advantages accrsing to
successful technological and market leaders; as we argued, are likely to

‘influence and stimulate the process of innovation much'more thanthe ex

ante market structure as such. The process of innovation itself is; of
course, bound to:affect the industry structure and shape its transform-
ation. In the overview of the structural evolution of the industry, one
observed the emergence, especially in the first two decades of history of
the.industry, of ‘Schumpeterian’ companies, often associated with the
introduction-of new products. It is worth noticing that this kind of entry
appears to be related to the first stages of development of new
technologies (both in ‘terms of individual products and of broad
‘technological paradigms’).

We have often mentioned that one of the necessary conditions for the
Silicon Valley-type of entry has been the overwheimingly ‘peopie-
embodied’ nature of technology. The process of establishing a certain
technological path appears to imply, broadly speaking, a trend towards
the ‘increasing incorporation of technology into capital-equipment and
into complex institutions (like big firms). In the semiconductor industry
one is still very far from the completion of this process. What one can
already observe is the emergence of ‘static’ barriers to entry and the
increase of the minimum scale of production, associated with increasing
levels of automation of production, assembling and testing. ‘Dis-
embodied technology’, however, keeps (and will keep for rather a long
time) its crucial role. The present ‘dual’ nature of technology (both
equipment—embodied and ‘peopie—embodied’) tends to hinder the
emergence of new innovating firms (owing to the former feature}.

This factor supports the hypothesis that, in the late seventies and early
eighties, one is observing a process of maturing of the international
semiconductor oligopoly. Probably, we are just at the beginning of this
process. Even at this early stage, however, the major chillenges to the
stability of this international oligopolistic structure come (apart from
the relative technological and manufacturing success of the various
companies) from side-entry by already established firms either operating
in related downstream sectors or trying to diversify into electronics,
instead .of ‘innovative entries’.

The process of stabilisation of a fundamental technological pattern
and the relative stabilisation of the structure of supply appear to be
significantly linked with each other. Whenever technical progress tends
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to foilo_w an established and widely recognised pattern, it is more likely |
that existing companies can capitalise on their previous technological

experiences and ‘internalise’ the related benefits. This is not to say, of
course, that from then onwards the structure of the industry becomes
ossified. ‘There continues to be more successful companies and .{ess
successful ones, side-entries, and adjustment pressures from different
sources with a different impact on each company and each.national
industry. Moreover, there might well be new ‘technological trajectories’
emerging with the reshaping process startin g again. It is useful, however
to draw a distinction between an early stage of emergence of z;
technology and an industry (or an industrial actis:ity) and.the sub-
sequent period when the industry proceeds, at least partly, juxta propria
principia. One could define the first phase as the proper ‘Schumpeterian’
on.c:.239 Ii:l this phase of trials and errors, as one tried to show above, a
pnimary importance must be attributed to (a) the institurions which
produce and direct the accumulation of knowledge, experience, etc., and
(b) the existence of a multiplicity of risk-taking actors, ready to try
different technical and commercial sofutions, (The ‘Schumpeterian’
features properly refer to this second aspect.) In the second phase (one
could call it the ofigopolistic maturity), the production and the commer-
cial exploitation of technical advances are much less divorced, and technical
c'h.angG itself becomes part of the patterns of ‘oligopolistic - compe-
tition”. Note that a ‘competitive market’, with its traditional decentralised
features, with plurality of risk-takers and decision-makers, etc., appears
to be crucial in capitalist economies, essentially in the first stage, and in
relation to the diffusion and ‘commerciaj testing’ of .technological
a_dva-nces. The process through which. technical change becomes
‘1ptcmaiised’ inside the company sector appears to induce also the
disappearance of the fluid market structure characterised by the ‘heroic
entrepreneurship’ often described in the literature, S
Moreover, one interesting result of the analysis of this ch'%pter
concerns the relationship between this process of technological and
structural change, on the one hand, and income distribution on the other
hand. Even if the sources of oligopolistic positions differ structurally in
the two described phases, both show some. While in the first phase (to
which our data on the semiconductor industry basically refers) oligop-
olistic positions mainly relate to dynamic economies and temporary
asymmetries, amongst firms and national industries, with respect to the
ever-cpanging technological frontiers, in the stage of oligopolistic
maturity, oligopolistic asymmetries tend to relate also, with greater
stability, to some kind of sfatic entry barriers.
In our rather impressionistic distinetion between the two stages in the
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development of an industry, it is impossible to establish whether, in the
transition from one stage to the other, the levels of margins and profits
would systematically increase or decrease. Their trends are likely to
depend on the variables discussed in the section beginning on p. 111 .0of
this chapter (innovative lags and leads, learning economies, rates of
technical change, static economies of scale, etc.). -
The full range of transmission mechanisms of .technical progress
throughout the economy will be briefly considered in Chapter 5. One
aspect, however, has already been discussed in this chapter, Even if
technical change continuously allows more or less temporary oligop-
olistic positions, this same fact does not prevent permanent changes in
the structure of relative prices, thus affecting the levels and rates of diffu-
sion of .the various commodities in consumption or in the user sectors.
The picture emerging from Chapters 2 and 3 suggests, not surpris-
ingly, that oligopoly, in quite different forms, is the dominant form of
econemic organisation. With respect to it, the main analytical question
does not appear to be whether oligopolistic market structures are more
or less conducive to technical change than ‘free competitive’ ones, but,
more importantly, Aow new would-be oligopolies, based on new
technologies, are going to substitute for old ones. We hope that what we
have said does not give the impression of underestimating the role.of
competition in capitalist economizgs: simply the set of incentives and
constraints that the existence of oligopolistic structures places upon
companies’ behaviours and strategies appears to be different from the
‘free competitive’ picture of traditional microeconomics. The archetype
of oligopolies as bare ‘sleeping giants’ is often a misleading one. The
analysis of the semiconductor industry clearly shows how oligopolies
can emerge and develop or die, together with the technological patterns
which allowed their emergence. Moreover, the case of the semi-
conductor industry restates the obvious fact that an ‘oligopoly’ does not
necessarily need to be very big dimensionally. The possibility of winning
above-average profits is determined in relation to a technologically
defined market, which could be quite small. At the same time, this
possibility of achieving differential profits represents a powerful re-
allocative incentive inside the economy.
It has been stressed many times how market mechanisms have played
a crucial role in the process of exploitation/diffusion of technological
advances on the American scene, Market-determined allocation, how-
ever, is just one of the possible allocative mechanisms, even within
capitalist economies. 1t relates crucially to a reactive process, by means
of which operators adjust to external environmentai conditions. These
conditions, on their side, provide the incentives, the constraints and the
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rewards/penalties for different economic behaviours, There are othier
allocative mechanisms, on the contrary, which can ‘be- theoretically
forced into the ‘market framework’ only with a lot of strain: among
them, the process, considered in Chapter 2, of accumiulation of scientific
and -tcgh;:ica! knowledge, etc. This is not a purely reactive process: vice
versa, it 1s a positive attempt of *building-up the future’ (in terms of new

technological opportunities, new market and profit possibilities; ete.).-

To state the same concept in other words: in modern capitalism-the
process of internalisation” of ‘environmental conditions™ inside com-
panies and public agencies has gone rather far; so that what is left to the
‘invisible hand” is less than in ‘classical’ capitalism. Moreover, there‘are
certain things that the invisible hand finds hard to treat; amongst them;
research, innovation, etc.’Behind the process of technical change, there
are, indeed, powerful economic (and political) drives, as one tried to
discuss in relation to the emergence of the semiconductor industry. Not
all of them, however, pass through the market, This obviously enlarges
the scope of the discussion on the role of public policies, long-run
strategies by the companies, etc. (we have considered these questions,
regarding’ the semiconductor industry, at greater length' in another
work: Dosi, 1981). : R e

On theoretical grounds, the inteérpretative framework we have
presented, atterpts to provide a rather general-account of the relation-
ship between structural conditions of production and ‘performance
variables’, without relying on the indeterminateness of such CONCEPLs as
‘oligopolistic interactions’ and ‘degrees of collusiveness’. Moreover, the
model allowed us to define some proximate ‘gravity centres’ for prices
and margins in relation to technological conditions and behavioural
regularities. Finally, we tried to establish the link between inter-firm
asym_metries and the behavioural degrees of freedom that each oligop-
olistic company ‘enjoys in terms of margins and market shares.

In this chapter, we often talked of asymmetries amongst firms. These
asymmetries are one of the necessary conditions for oligopolistic
behaviours, efforts to pre-empt markets, etc. Similar asymmetries are
observable on industry level, among countries. Their implications in
terms of international industrial structures, trade and international
investment flows will be analysed in the next chapter.

So far, the analysis allowed us to define the nature of the interaction
between technical progress, changes in the economic context and
regularities in corporate behaviour, under a ‘closed economy’ assump-
tion. The next chapter will expand the analysis to the international
arena, whereby inter-firm asymmetries are affected also by variables
which are country-specific.
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NOTES AND REFERENCES

1. Wedevelop at length these topics in our contribution to the OECD Project
on ‘Technology, Industrial Organization and -International Com-
petitiveness’; see Dosi (1981c). : .

2. Important exceplions —that we shall consider at length below —are,
among contemporary economists, Nelson and Winter (see for example
Nelson and Winter, 1977a; 1978) and Levin (1981). In the history of

- economic thought, one must mention, of course, Schumpeter and, before
him, Marx, : : :

3. By ‘appropriability” here and throughout the text we mean appropriability
by the innovating company or country. In other words, it stands for the
degree of control that the innovator has upon-the economic outcomes of

- technical change. o -

4. That is, the technological and economic trade-offs of each technological
trajectory. . - . -

5. In the example of the internal combustion engine, the possibility of

* improving the trade-offs between costs, horse power, speed, fuel consump-
tion, etc. is constrained by the basic limits represented by the physical iaws
" of thermodynamics. . -

6. We use the more generic expression ‘ecconomic benefit’ instead of the more
restrictive ‘additional profits’ so as not to be forced to discuss whether firms
maximise profits, growth or some other objective function. We shall hint at
the question below. Here it is enough to mention that, broadly speaking, a
positive relationship between profits and growth does exist and that,
whenever the future is uncertain, a quite good behavioural rule refates
growth in sales, market shares and growth in profits.

7. A detailed exposition of his methodology and results is in Mansfield
(1968). : :

8. The most refined tests introduce also some proxies for the *technological
opportunity’ and/or for the market-product features, such as degrees of
product differentiation or end-uses of the products. For this significant
refinement of the tests see, among others, Comanor (1967); Scherer (1965);

. Schrieves (1979).

9. Ifthese differences are important, the same amount of resources devoted to
research activities would lead to different innovative outcomes.

10. This kind of mis-specification in traditional B & D testing can be avoided
only through quite sirong and —~in our view —totally unreasonable hypo-
theses on the nature of R & D and the economic system in general. One may
assume that (a) well-behaved production functions do exist; (b) the rate of
activity of the system is limited only by scarce factors; (¢} R & D is a factor
of preduction (as well as labour and capital) whose total ‘real amount’ is
given at each moment in time; (d) factors demand is a function of the
expected marginal productivities; (e) R & D is ‘demanded’ in relation to its
expected ‘innovativeness’; {f) R & D inputs are meant to represent a factor

. demand schedule, {g) there is no problem in measuring either ‘real capital’
or ‘real R & I3, If all this is true, then and only then “technological
opportunity’ and ‘appropriability’ are implicitly taken into account
through- the use of R & D proxies within models based on neoclassical
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frameworks. (I must thank H, Ergas for drawing my attention to thls '

possible neoclassical explanation),

See Nelson (1980). Other problems concern the use of flow instead of stock
‘variables. See Terleckyl (1980); Griliches (!980} Momaghano { 1981)
See Scherer (1965); Schrieves (1979).

Asa matter of fact, the ‘Schumpeterian approach’ is more ccmpiex and the
role attributed to big corporations in the innovative. activity is only a part
of Schumpeter’s theory of the evolution of the economic system. ‘Taking
that hypothesis alone certainly ‘does not do justice tb Schumpeter’s
analysis. For critical appraisals of Schumpeter’s theory on the reiationshxp
innovation—size see Nelson (1980a) and Chesnms (1981) : :

‘See Nelson {(1980a); Nelson and Winter (1980). ~ -

See among others;, Horowitz (1962); Hamberg {1967); Scherer (1965 and
1970).- Scherer finds that a strong positive correlation _disappears .when
some proxxcs for the technoiogxcai opportumty for each mdustry are
introduced. -

Schrieves (1979) ﬁnds a posmve sign for concentratmn i mdustr:es
producing intermediate Boods and consumer durables, and :a negatwe
and/or insignificant sign'in industrial sectors pmducmg capital equipment
and consumer non-durables.

Both in terms of R & D expenditures and R & D employees

- Similar conclusions of more than proportional contributions by big firms

to innovation in a good majority of industrial sectors are drawn by SPRU
(197]) which analysed the origin of around a thousand innovations in the
U.K.. in the post war period. For an updating, which confirms the main
findings see Townsend, et. al. (1981).

- Taken as an inverse measure -of technological opportunity, which —

simplifying to the eXtreme -- we assume as samp!y related to the *age’ of the
technology.

. Not that if the size of the market is given, the same positive function applies

to industrial concentiration.

- Bee for example Vernon (1966); 8. Hirsch (1965 Hufbauer ({966}

- Abernathy and Utterback (1975) and {(1978).

. B. Klein (1977). !

. For ihorough dlscussmns see B Klein (1977), Nelson (198(}}, Blair

(19721

- Nelson and Winter {1977a) and {1978} describe the process in their formal

models and their simulations. See also below.

. As Dasgupta and Stiglitz (1980) point out, the two are not synonymcus

although they are likely to be inter-related,

. Katz and Phillips {1982) analyses the history of the computer industry, On

the latter see also Brock (1975). MacLaurin (1949) analyses the history of
the radio industry with a similar ‘dynamic’ approach. Few works on the
semiconductor industry hint at or.analyse the question with respect to the
semiconductor industry (cf. Tilton, 1971; Golding, 1971; Sc:berras, 1977,

Truel, 1980; Ernst, 1982).

That the innovative process implies disequilibrium pis-g-vis'static mechan-
isms of adjustment has been crucial in Schumpetcr s economic theory (and
in Marg).

See Nelson and Winter (1977a), (1978). For an excelient sumrmary and
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discussion of their approach;.cf. Malerba (!981) :

In passing, it-is worth noticing that the cumulative (but still stochasnc)
nature of- technologicai advances may help 10 explain the occurrence of
some modified version.of a “Gibrat Law” in the observable trends toward
industrial concentration.

Strong exercise of market power lmphes high. margms and therefore non-
aggressive pricing and investment policies which allows nearly—margmal
firms to remain in the-market.

A thorough formalisation (perhaps with some unnecessary concessions to
the traditional methodology of maximization).is.in: Spence (1979).:
Schumpeter himself thought that dorhadjusting mechanisms were:at work.
For an original and sharp discussion, cf. Egidi (1981). .

First and foremost in Marx, who deals extensively with the i issue especially
in the second and third volumes of Das Kapital. . :

For a detailed argument on these lines, ¢f. Semumier (i930) A

Note that Schumpeter (1919) also appears to support this hypothesis.

‘More precisely he -appears to suggest 2 cycle in averagc ohgopohsuc

profits ranging between some positive value and zero.
¢f. Sraffa {1960). In matrix notation, .

pAU+) Wl =p

where p is-the price vector; 4, the matrix of inputs; 4, the vector of labour
inputs; w, the wage rate; r, the rate of profit and 7, the unit matrix. Once
given either the rate of profit or the wage rate, as known, the system can be
solved in terms of a properly defined unit of measure,

In addition there are some serious technical problems in introducing any
‘oligopoly’ concept.into & Sraffa-like system which cannot be dealt with
here. ltis enough to mention that whenever we introduce a vector of profit
rates instead of a unique one, one loses some important properties of the
original system, such as the invariance of its solutions with respect to the
composition of demand.

. This agrees with the argument put forward by Semmler (1980}
. Inthatexample, three groups of firms enjoy different levels of economies of

scale and thus difierentunit costs. Only the smaller firms obtain ‘minimum’
(or ‘competitive’) profits. Therefore the average for the industry as a whole
is permanently above that level.

Empirical evidence on the relationship between entry barriers and
profitabilities can be found, among others, in Bain (1956}, Mann (1966);
Stonebraker (1976). Semmiler (1980) critically reviews the literature on the
subject.

cf. the critical analysis by Nelson and Winter (I?T!a) Fora thorough
discussion of the theory of the firm throughout modern economic thought,
see Salvati (1967).

Nelson (1981},

Noie that for the theory to hold, something has to be mammzsed but not
necessarily profits.

Nelson and Winter (1977a), (1980}, Nelson (1981).

A review of the problems connected with these questions is in Marris and
Mueller (1980) and Neison (1981).

The comprehensive and *final” synthesis of the approach is Scherer (1970).
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For a survey of the use of game theories in econontics, cf. Schotter and
Schwidiaver (1980).-An alternative way -out of oligopolistic indetermi-
nacy, within the neoclassical tradition, is suggested by Baumol (1982), with
his theory of ‘contestable markets’; such a theory, however, has to rule out
ex hyg_othesi inter-firm asymmetries and differential costs of entry and exit.
A quite straighiforwardexample; again from Klein, is the following:
suppose-an-individual household doubles its saving propensity. In -doing
50, it certainly increases individual wealth. However, if all of them do so,
they most likely induce.a tremendous economic slumpand also the collapse
of cvery_one’s wealth,. (A : Walrasian . would, .of course, challenge - this
Keynesian example.and not very much can be said 1o convince -him /her.
The approaches-are very different and, at the most, theycan be tested in
relation to' which offers the best-explanation of the processes of structural

*and technological change in modern LCONOMIEs). -

-Simon (1939); Cyert and March (1963); Winter (1964); Simon {1978).
Egidi (1981, p. 15 our translation). .

As.discussed by Egidi (1981), the behavioural alternative, generally facing
a firm, between an ‘innovative’ conduct vs a 'static’ behaviour of adjusting
prices and quantities for given products and techniques involves two
different ‘rationality’ criteria, Ex post, one could always argue that both
are part of a rational maximising behaviour once risk, inter-temporal
preferences, etc. are taken into acceunt. The heuristic power of such an
hypothesis, however, is practically nil.. - . : o
Certainly we are [éft with a less deterministic refationship -between
environment and conduct -than is -usually hypothesised. However, it
appears to use less violence in reality. In passing, note the paradoxinvolved
in the prevailing methodological individualism: while it appears to be very
fond of some liberal idea of individual free choice it sets up the problem of
cheice itself in such a way that there is only a one-exit solution. In other
words, there is generally a univocal ‘right’ choice which you do not choose
only if you are mistaken or if you are crazy (i.e. irrational). A thorough
discussion of the question is in Latzis {1976). On the other hand, for a
detailed discussion of the limitations of the interpretative power of
behavioural theories of the firm, of. Salvati (1967}, :

Abernathy and Utterback (1975) and (1978). ;

In the tradition led by Simon (1959) and Cyert and March (1963)..

A consequence of this second approach, which in economics finds its most
coherent expression in “behavioural’ theories of the firms, is the importance
one must attribute to ‘what is in the actors’ mind’. The same scientific path
followed by H. Simon, ranging between artificial intelligence and
economic witnesses of this theoretical link.

Note that the neoclassical approach produces an apparent solutjon to the
di!e}-m_na by making change impossible and thus choice irrelevant.

A s:;_n_;lar critique can be found in Pasinetti (1981), which represents an
ambitious and exciting attempt to develop a theory of the dynamics of a
multi-secior macroeconomic system under conditions of technical change.
We shall briefly come back to it in. Chapter 5.

This for.th_e simple reason that under conditions of technical change and
oligopolistic interaction, only God could have the amount of information
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adequate to use such a criterion .of-decision (cf. also Nelson, 1981).

cf. Salvati (1967).. " . Coi SRR _
E.g., Andrews and ‘Wilson (1951); Hitch and Hall- (1939); Lanzillotti
(1958); Ripley and Segal (1973); at a more aggregate level, Nield {1963);
Coutts Godley and Nordhaus (1978); P. Sylos-Labini (1980).

With respect to the first interpretation, a very consistent discussion is in
Needham (1978).-Feor the second, see for example Baumol.and Quandt
(1964). The two approaches are not, of course, inconsistent with each other,
butto a.great extent complementary. . R

Inthis stream of thought, one must mention especially the works by Marris
{1964); Penrose (125%); Wood (1975). This group of theeries is not primar-
ily meant to account for the determination of prices and quantities-on each
individual market, s0.as to providea satisfactory model of firm behaviour
(growth, investments, financial position, etc.) Although it is difficult to-seea
systematic -linkage ‘with - ‘structural’ non-neoclassical theory of - price
determination {those defined at point 3 below} they appear compatible with
the latter. A balanced critical appraisal of the theoretical limitations of this
stream of thought is in Salvati (1967). : : '

. The reader is invited to compare, for example, Penrose (1959} with Nelson

and Winter (1977a) and (1978).- The 1atter can account for most of the
basic behaviours analysed by the former, while being more general and
avoiding rather dubious assumptions on ‘alternative’ maximisation pro-
cedures, s

Following the seminal work by Andrews (1949), 2 ‘mark-up’ determination
of prices (together with an explanation of the levels of the mark-ups
themselves) has been provided in the theoretical models proposed by Bain
{1956) and Sylos-Labini (1967). (The latter is the second edition of a work
published 2 decade earlier). For an original formalisation of the
Bain/Sylos-Labini model which tries its best to bring it within a ‘maximis-
ing’ hortodox framework, see Modigliani (1958). See also Wenders (1967).
More recently, an ambitious attempt to link variations in the mark-ups
with the investment decisions and the financial position of the firm is that of
Eichner (1976); ¢f., with similar aims, also, Harcourt and Kenyon (1976).

. Take the example of Wood's very comprehensive model: it is assumed that

growth is the objective of the firm, that a trade-off exists between sales and
net profits {due to advertisement expenses, etc.), that growth is financially
constrained by a certain maximum leverage ratio (given cash-flows coming
from retained profits and given a certain dividend policy). Depending on
the behavioural parameters there will be a determined value for sales,
profits, investments {assuming fixed coefficients of production or a defined
set of technical choices). Actually, it is easier to link this model with a
‘Cambridge-flavoured’ macroeconomic growth model {see again Wood,
1975) rather than with a disaggregate model providing defined values for
prices and quantities on each market: in actual fact price levels (as opposed
to their changes) are not determined, nor are gross margins. One faces
somewhat similar problems in 2 Nelson and Winter-type model.

In the first instance, one is considering here the case of ‘homogeneous
oligopoly" (as opposed to a ‘differentiated oligopoly’).

68. In the interpretation of Modigliani (1958) if demand i3 unelastic, the
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market leader(s) can fix the price above P, {from equation I} because,
provided that existing firms maintain an unchanged level of output facing a
new entry, the price would ‘in case of entry fall elow P, Thus, one could
rewrite equation-1 as: :

P =f(P,) . ' .3
where the function accounts for different price elasticities of demand in the
neighbourhood P, o :

As already mentioned, in some recent models, price changes are related also
to the investment decisions of firms {Eichner 1976, Harcourt and Kenyon,
1976). This extension of the model seems in principle compatible with the

original Bam /Sylos model: a greater role, however; must then be played by
the ‘conditions’ listed-above referring to the elasticities of .demand and

! elasticity of substitution with other.commodities, since one must be able to
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change prices in relation to investment decisions, without affecting the
firm’s short-run. demand for the products on which the firm decided to
change price levels. Moreover, it requires quite strict hypotheses on inter-
firm collusion (cf, below). : T .
Balconi (1977, p. 156). Chapter 5 of that work contains an interesting
discussion of the applicability of the various theories of the firm to the case
of the alluminium industry, characterised by fairly frequent entries and
ruptures of the ‘oligopolistic equilibrium’,

It can also be shown that, in some cases, obeying to the “Sylos postulate™
may be “irrational” from the point of view of traditional profit
maximizing criteria (cf. Scherer, 1970, pp. 219-30). It is hard, however, to
decide to what degree this shows the limited generalizability of limit pricing
or, on the contraty, the limited realism of marginal pricing theories.

See below for a more detailed illustration. :

See, for indirect evidence, the empirical results of the works quoted-in note
41 page 199, : :

For a corroboration of this hypothesis, see the tests by MacEnalily (1976).

- ‘Barriers are not only structura] and exogenous, but partly endogenous and

the resource commitments that enlarge them yield a private return inexcess
of their social “productivity™’ (Caves and Porter, 1977, p. 249). These
authors identify four ‘strategies’ affecting entry batriers, namely, excess
capacity, product differentiation, actions affecting cost differentials, and
vertical integration, ' -

As cost structures are concerned, one can find a similar analysis in Sylos-
Labini (1967). The numerical examples in Chapter 2 of Sylos’s work
concern precisely price ‘determination as a function of both entry and
mobility barriers. - :

Inter-group mobility clearly leads to the question of the stability of market
shares and their relationship with the rates of return. On these issues see
Caves and Porter (1978); Gale (1972); Buzzell, Gale and Sultan (1975).
As far as process innovations are concerned they can most easily be treated
whenever-they occuracross the industry (i.e. they are ‘size-neutral’) or are
Jjust limited to a firm or a group of firms (due to size constraints on the
applicability of the innovations themseives}. Sylos iends to suggest that
generally process innovations are ‘size-biased’ {i.c. they occur more
frequently in large size firms).
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In practice, the initial simplifying assumption is equivalent to saying that,
regardiess of the degree of success of each individual forecast, the ‘true’
equilibrium prices (a) are the values around which actual prices tend grosso
modp to adjust (i.e. there is no cumulative disequilibria), (b} even if there is
a continuous divergence between actual and “equilibrium’ prices, the levels
and changes in the Iatter can be taken as a good approximation to the
former. Notably the: notion of ‘equilibrium’ here does not embedy.any
element of optimality: it might be defined as the level -of the relevant
variables which, given a set of *structural conditions’, could maintain itself,
if those conditions did not change. Here, as well as in 4 mode} like Sylos-
Labini's, given the size of the market, demand elasticities, and the nature of
technological discontinuities, there may well be more than oneequilibsium
value, depending on. the past history .of the industry, the distribution of
firms according to their size, eic. (cf. the numerical examples in Sylos-
Labini, 1967, chapter 2). _ -

This hypothesis has been well tested in various industrial sectors and
appears to have a quite substantial impertance in the semiconductor
industry. Here one means proper learning economies, i.¢. the decrease in
average unit costs which are independent from changes in technology and
from ‘static’ economies of scale.

These assumptions are fairly common in business economics. They are
impilicit, for example, in the Boston Consulting Group’s ‘product matrices’
and their approach to the ‘learning curve’. See Boston Consulting Group
(1973); Hedley (1977).

The first two alternatives, in the case of semiconductor industry, are
illustrated with reference to cases of specific firms by Sciberras (1977) and
Truel (1980).

We assurne that the potential entrant will initially have unit costs which are
equal to the original costs of the innovator at the beginning of its ‘learning
curve’, :

At time T, in the ‘monopoly” case prices will have to be dropped —under
our assumptions —to that level which would vield less than a normal profit
to a potential entrant. Note that the curve of unit margins (top left
guadrant) becomnes flat because after time T the potential entrant can, to
some extent, ‘watch and learn’. Otherwise margins could continuously
Zrow over time.

For the scope of this illustration we assume that capital/output ratios do
not change over time so that the analysis conducted in terms of profit
margins is equivalent to that in terms of profit rates.

The few models of “dynamic pricing’ (including ‘dynamic limit pricing’)
assurne a time horizon from here {o eternity. The assumption is obviously
useful for mathematical purposes, but might be strongly misleading on
interpretative grounds. For dynamic models based on maximising pro-
cedures, see Pashigian (1967) and Gaskins (1971). When the first draft of
this research was already compieted we became aware of an important
contribution by Spence (1981). He considers a similar problem to ours: the
effects of learning-curve induced inter-firm asymmetries upon prices and
structural dynamics. The adopted approach is different and the model
starts from profit-maximising firms operating in dynamic environments.
The model is quite compiex and the results of the simulations depend ona
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number of assumptions on the competitive patterns between firms and on

the nature of ‘learning’. It is impossible to discuss them here and to compare-

them with the results of our model. We shall just make a few remarks.
The model (which is one of the best expression of a whole new kind) is
more precise than ours in that whenever one knows exactly what firms
want and do, it is able to define precisely the performance and the
structural outcomes. Conversely, in conditions of limited information {for
the-analyst) it allows very limited generalisation even on the signs of the
functional relationships, which depend on unknown behavioural para-
meters (are equilibria open-loop of closed loop?, how do firms discount the
future? etc.).

This appears to be corroborated by cross-firm empirical evidence: of,
Barna (1962), who shows the absence of dny significant ttade-off between

" observed profitabilities and growth rates. - .
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In the sense that we know only the mathematical sign of that relationship
but not its exact functional form. - :

‘In an extreme simplification we assume that prices are set once and for all
over the entire time interval 7. The assumption makes our argument much
easier. Relaxing it, however, would not substantially affect the conchusions.
The formulation of equation 3 is practically identical to the learning curve
equations; see Boston Consulting Group (1973); Webbick (1977). Here,
we must stress that the coefficient »r is explicitly a mark-up and
not only an intercept to be estimated ex-post from a regression analysis of
the equation in the logarithmic form.

Sylos-Labini suggests that it could be the rate of interest.

We thus implicitly assame that the minimum acceptable margin for the
innovator is higher than that for the imitator, since we reasonably assume
that innovation costs are higher than imitation costs.

From equation 5 the parameter x represents the price elasticity of demand,
The size of the market can be approximated by the patameter 4, multiplied
by the ‘natural’ growth of the market {¢* *). :

Given demand and cost curves, one may therefore establish the
‘notional’ range in which x, can vary, satisfying both conditions 9 and 10,
See, for example, Boston Consulting Group (1973). '

. See also below Chapters 4 and 5. T

On a more detailed and “micro” ievel those “asymmetries” between. “first
comer” and “later-comer™ are described by some necent models of
“oligopolistic interaction” (see Spence (1979) who considers the “strategic
interaction . . . exploiting competitive asymmetries by preempting the
market 10 some degree. The role of the firms . . . are determined by the
constraints on growth and the history of the industry™ (p. 14)).
This process of innovation-based dynamics is at the core of Dowaie's view
of the competitive process {¢f. Downie, 1958).
If anything, a rise in the level of the mark-up could occur since ‘barriers to
entry" are generally higher in declining products which may be used as
‘cash-cows’. '

On the relationship between cash-flows necessary for new investments in
new products and margins on the old ones see Eichner (£976).
L5 is the price at which ten transistors have the same price as the ten
transistors’ equivalent IC. The effect of the new product on the old
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- product’s’ demand . curve could be represented, for the: relevant: price

102,
103.

104,

interval; by writing the intercepts-of the demand curve as a function-of time
and of relative prices, instead of the more usual procedure of writing the
demand function itself as dependent on relative prices. YL
Sece. below the discussion on the semiconductor industry. . -~ i

The reader is teminded again that we assume unchanged capital/output
ratios, so that profit rates are a monotonic function of profit margins.

This-can be seen through solving equations 3, 3,76, and 9 (taken as-an

- equality}): The four equations are sufficient to determine the four unknowns

(P, x, X, m). Let Pyand x, be thecorresponding solutions of the system for
prices and quantities at a certain given {ime. .M-oreoveg, !e't-us call C, the
value of .the vnit cost fuaction, C = ¢, X*. The margin is My.= Py/C,.

- Suppose the -price changes by AP.{say it decreases.due to-technological

diffusion to potential entrants-which lowered the notional *limit’ p:"-ice). A
comparative exercise will allow the assessment of the effect-of different
values for the demand elasticity coefficient; For simplicity we assume th?.t
the stock of cumutated production equals the fiow {x = X). The change in
the margin following AP is: :

P,+AF B 2

AM =
Co+AC Cy

" In order to study the changes in AM in relation to different values of

demand elasticity {= o) it will be enough to study the beh_av.iour of AC.
Consider the set of demand curves of the form X = Ap™* passing through
the point (x,, Fy). Differentiating demand with respect to the price, we
obtain: - '

Ax = —'a'f;-%(AP)

and by substitution into
AC = Begx¥ ™ V{Ax)
we finally get

1
AC == ——ucoﬁxf;.a—ﬁ—(AP) : 13
o

It can be seen that AC {which is negative when AP is negative, remembering
that § < 0) increases with « in its absolute value,

A similar conclusion (although in a different context) comes from
Pashigian’s ‘dynamic limit pricing’ model (Pashigian, 1968}. His argument
relates the elasticity of demand and ‘final’ market shares, afier the transition
from a monopoly to an oligopoly structure of the market. The determining
mechanisms are quite different here, we are considering Fh.e effects of
demand elasticity on margins via learning curves, whilc_ Pashi gian gnaly_ses
the optimal timing of the switch from a monopoly price to a limit’ price.
Conclusions similar to ours can be drawn from a short b\_]t imporiant
contribution by Smiley and Ravid (1983), published at the time of proof
reading of this book. Remarkably, the properties of the mdus:maE sysiem
discussed here, stemming from the joint account of asymmetries and real-
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time 'processes, hold irrespectively of the “behavioural Toutines one
‘assumes, as-shown by their model which wilizes more traditional
maximising procedures, . - - . : ST St

105. Please note that straight demand curvesare just shown in Figure 3 in order
to better visualise the properties -of the model. The formal analysis is,
however, still undertaken in terms of 2 constant elasticity demand curve as
from equation 5. S SR o

106. One must aiso reasonably assume that there are increasing Teturns to scale,
holding time fixed. We do not have any difficulty in makingthisassumption
even if"it conflicts withthe traditionally U-shaped- cost ‘curve: learning
occurs both through time and within each time unit. The reader ‘might
question the possibility of generalising from our simplified mode! where
flows are assumed to-equal stocks to the more general one. A complete

- account-of the latter would change the values of the solutions but not the
signs of the functional relationships, which is where our interest lies. The
cost of a heavier mathematical treatment, therefore, does not appear to be
matched by greater analytical advantages, : '

107. The relationship between restriction on the supply and margins in a static
context involves, as known, a negative relationship between margins and
demand elasticity: if demand is inelastic a smajl dectease in quantity leads to
a high increasein prices and margins (if the stope of the cost curve is greater
than that of the demand curve). By way of illustration, Figure 3.2 depicts
the opposite extreme case: one may conceive the notional possibility of
prices fixed at a level below the ‘limit price’ which yields higher margins than
the latter because demand is very elastic (suppose, for example, that B is
the limit price and that the demand curve is Jpix)thus Py /CY is also greater
than P,/C,). '

108. As known, the general critetion is that output will be obtained through to
equalisation of marginal costs to prices. :

109. The definition refates to output restrictions in order to obtain the equality
between marginal revenues and marginal costs.

110. Under monopolistic conditions, profit maximisation is obtained when the
marginal revenue (MR) equals marginal costs. The former is P. ( ~4)
where 1 is the demand clasticity. Clearly for # < 1 there is' no economic
solution, in this framework, to the monopolistic maximisation problem,

111. The following argument has many points in common with the theory of
demand of Pasinetti (1981} and the reader is referred to that work for an
exhaustive discussion.

112. This indeterminacy is quite independent from the impossibility of univo-
cally defining patterns of consumer preferences (cf. Arrow, 1963),

113. Engei (1857). Cf. again Pasinerti ( 1981) for a thorough discussion. Note that
this idea is quite familiar to business economists who are tnore directly
concerned with an operational concept of demand and do not find much
use in playing with vague and obscure concepts such as ‘utility functions.’

114. In this context these are equivalent to the change in real personal income
induced by a change in the price of commedity, other prices being equal.

115, Except for the cases when processes of substitution between new and old
commodities are at work, such as the substitution between colour and black
and white TVs. This, in our view, occurs only within relatively homo-
geneous product groups (similar to those identified by Lancaster (1971)).
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116. Balconi (1977) analyses a process: of long-run subst’itt.ltion'-j-betwee’n
- aluminium and copper also based on-the dynarnics of relative-prices. This
does. not affect; however, short-run elasticity -of dex_nanq to priges.” .
117. Wemaynote that the absence of strong cross—su-bstitp_tab_:hty, as lm'phe'd'm
our argument, is sufficient to undermine: the equilibrium and stability
. - properties of neoclassical general equilibrivm models.
118. Cf. Sylos—Labini (1967, chapter 2} -

-119. It should be clear that our discussion so far {(and the discussion which wil}

~follow in the next-section), based on the hypeothesis of only one innovative
firmforeach market, isa simplifying device to hi gh}i-gl!'t some ‘stylised’ facts
and properties. Remarkably, relaxing that hypothesis renders the model
more compiex but does not:alter its basic properties. e
120. We can apply the same procedure as in note 104 page 205. The two firms
(1 and-2) enjoy a market share p, and p;, respectively. Assume that the
leading firm sets a price P,,. We will thus obtain a sotution for the margins
of ‘the two companies. .

Fo - | 14
my= 2 _
! _Co(f‘:Xo)p
an_d o
Fo - 15

My = el
P (XY _ —
The leading firm will be abie to monopolise the market only if it sets a price
below {or near) the variable costs of the other firm, ie. o (4 XY The
resufting change in the margin of the leading firm will be

Po+P P - :
AM, =" -2 N 16
CGiFAC G

where C, is the ‘average unit cost of firm 1 corresponding to P,
Making use of the results of the exercise of note 104, page 205, we know that
AC is a direct function of elasticity. Moreover, AP will have to be
higher, the lower 1s the cost differential between ﬁ'rm {and 2. In other wo;ds
the cost of ‘kicking out’ a firm will be proportional {(under our learning
curve hypothesis) to the market share of the latter. If price elasticity of
demand is not very high (as well as learning economies) the resulting profit
margins of the leading firm will be lower under a monopoly rather than
under the original ‘duopoly’. Note thas.ihese properties can be.easﬂy
generalised to the case of ‘static’ economics of scale. . .

121. This phenomenon is practicaily identical to-the result-of Nelson-Winter's
model of a negative relationship between concentration and mark_-ups of
the leading firms {Nelson and Winter, 1978). A similar property was already
noted by Sylos-Labini (1967) ch. 2. ] _

122. The reader is reminded again that, given our assumptions on capital/output
ratios, profit margins and profit rates move in the same direction.

123, Inactual fact, ‘kicking out’ a firm would imply lowering the price more than
that, below the infra-marginal firm variable costs. In order' to make the
exercise easier we may suppose that the latter firm, in the medium term, will

. leave the industry if it earns a profit below the minimum.
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The hypothesis makes the model simpler. Tt has, however, an:economic

~ significance: since it-is equivalent to saying that rivals’ reactions to price
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changes are non-adaptive, so that an increase in quantities through price
changes cannot be gained from the otherfirmis if all remain on the market,
but only from an expansion of the market itself. R

The assumption that the increase in market shares was-evenly distributed
among the remaining firms would not affect our conclusions. -

For the sake of simplicity we assume that'the increase in the size-of the total
market due to the price decrease is-distributed among all firms according to
their market shares; and we neglect, in the cost function; the decrease in
costs due to the related increase-in quantities for the leading firm. A more
complicated formula -would not change the results. Equation. 18 is finally
obtained- linearising around the point {X¢,.Fy) and remembering that
¢; = ¢y:X”. Solving equation 18, one can see-that roargins will increase with
an increasing market share only if the product of demand elasticity () and
the learning coefficiént (£} has an absolute value greater than one.

A similar concept is in Caves and Porter (1977).

This explains why in a cross-sector analysis, one generally finds a positive
correlation between concentration and profitability,

Note that this argument is independent from product differentiation, etc.
Obviously the latter may be an additional reasen for the ‘stickiness’ of
market shares. For a thorough discussion of several possible factors
affecting the stability of market shares, cf. Caves and Porter (1978).-
Note that here we depict flat cost curves for each firm, for the sake of
stmplicity of the illustration. Qur argument applies @ fortior! to the case of
downward-sloping curves, : e : '
Whenever teclinology is not very important and diversification is, a few
properties of our model do not apply, such as the relationship between
lowest costs and highest market shares, etc.

In passing, note that the archetypal case of ‘market power in textbooks is
defined by a group of existing producers which are equal to each other and
very different from potential entrants. If our model is correct this case is
extremely unlikely. _ ‘

Bain {1956). . o

In our formulation this is captured by the constant and the function of time
in equation 5.

As expressed by the function g{t) in equation 9. P

This process is ‘Schumpeterian’ in all but one respect: differential profits for
the innovators do not wither away as a resuit of competitive imitations {cf.
Schumpeter, 1919). For a discussion see below. o

This seems reasonable since a slowly shrinking market does not provide a
great incentive to entry anyhow. Another reason can be that, if the
innovative firm has succeeded in pre-empting the market and in *building
up’ its own entry barriers, it may thereafier pradually increase its margins. A
third reasom, allowing firms--outside this example-to be diversified in
more than one product, is that they may finance their growth in new
markets with increasing prices on the old commodities. This hypothesis (see
Eichner, 1976) implies growing entry barriers and decreasing entry
incentives in declining markets.
This could be considered the price of a composite commodity made

139.
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of all the products of the industry, taken in proportion to-their sharein the

total output. o ) R
An additional feature is that ‘new products’ embodying technical progress

- can be-described as being ‘a multiplication’ upon {i.e. ‘as performing more

140.

141,

142

143,

144,

tasks’ than) the old ones. Cohe
© So,if one describes unit prices per homogeneous performance {e.g.in the
semiconductor case, per logical unit) technical progress generally inducesa-
decrease in such performance-weighted price. An effort o catchthis cﬂ'cc%
has been made through. thedonic price indices’ or ‘performance-weighted
price. indices. The: trends-described in the text would a fortiori apply if a
‘hedomic’ price.index. were used. - T _ .
One has, of course, to maintain the assumption of ‘other things being
equal’, regarding process innovations, capital/output ratios, firms produc-
ing just one product, etc. : o e
Although they do not entirely disappear. Cf,, for the case of mature industry
like steel, Lundberg (1961). TR
We call them ‘oligopoly profits’, instead of ‘monopoly profits’ even if, for
our assumptions, each firm is-alone on ifs own sgb—ma_rk;!,due to the fact
that the pricing behaviour is nonetheless ‘oligopolistic’ {while in an
‘absolute monopoly’ situation, price could perhaps be set, as traditional
theory teaches, equalising marginal revenue and marginal cost).
Simplifying the problem and neglecting unit cost of materials, mark-up
prices are P = m{-}, with r = labour productivity and w = wage rate.
In terms of percentage increases: :
P/p = rfm4ojw—it/n : 20
A ‘no-distribution of gain’ hypothesis is that which implies unchang_ed
relative prices between the sector and the rest of the economy, despite
differeni growth rates in productivity, i.e.
ps/Ps“Pe/Pe = ms/ms—me/me+wsljws—we/we'*'nt/ze wﬁsfﬂs 21
in which the suffices s and e stand for the sector and the rest of the economy,
ively. . .
'ri?;?scg:nciision is not consistent with Syips’s hyp_oth_esw that generally in
oligopolistic sectors ‘gains’ tend to be directly distributed to wages anfi
profits (cf. Sylos-Labini {1967), sccond past, chapters I to HI}. Sylos’s
argument is based on various points:

{a} The model is primarily concsrned with process'innovations in relatively
* mature industry, Furthermore those innovations are supposed to be
‘large-scale biased’. This implies that technical progress tends to
increase entry barriers through time, and therefore also the levels of

i ly margins.

(b} %f?}gs?mussiie strong enough to obt_ain in eacl} sector at 1_east part gf
the differential increase in productivity as a dlffe._rem;ai increase in
wages {as compared to the rest of_the maﬂufa_ctunng sectors).

{¢) To some extent, there is a convenience for oligopolies themselves to
allow these wage increases, because, given shevlevel of tl}e ma_rk-up
{which is a percentage), net profits can increase in proportion (given 4
total transferability of cosis on prices).

For a comment on these two latter points, see below.
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145, Oneisimplicitly tatking here of a closed economy. 4 fortiori it applies to an

open economy. R

146, This contributes to the explanation of why there are not necessarily
‘stagnationist’ trends as strong as those implicit in Sylos’s approach, where
relative prices are 1o some extent ‘fossilized’. Cf. Sylos-Labini (1967) and
(1981). See also the classic-works by Steindl (1952) and Baran and Sweezy
(1966). For a discussion of the macroeconomic.implication of Sylos’s and
Steindl’s models. see Salvati (1971). ' e S

147.- A similar picture of long-run trends in an economy -characterised by
continuous technical progress is given by Young (1928). See also Kaldor
(1960) on the implications for the traditional economic theory.

148.- For some interesting examples from semiconductors see below.

149. This is common -also to various sectors other than semiconductors; for
example, on aluminium, see Balconi (1977). In semiconductors, discounts
are important and generally quite substantial, directly proportional 1o the
size of purchases (the discount can sometimes be as high as 50 °)). All the
arguments above about ‘normal’ pricing behaviour, however, is referred to
actual prices and not listed prices. T must thank Mr Benda from Mallard
Lid for clarifying this aspect of semiconductof pricing policy.

150. Assuming differential average unit costs between the firstcomer and
possible entrants, the ‘average’ mark-up is an average -of the margins of
cach single firm, weighted with the respective market share, The greater the
share of the leader (which should aiso enjoy the lowest average cost), the
greater should be also the average margin. Under the assumption of similar
capital/output ratios between firms, the levels of the margin can be taken as
proxy for the rates of profit. The reader should notice that thete is no
contradiction between the forégoing statement, on the positive relation-
ship-between average margins and market share(s) of the leading firm(s),
and our discussion above on the trade-off between the two variables,
Above we considered the behavioural trade-off for given technological
asymmeiries between firms. Conversely, here we are implicitly making an
exercise of comparative statics: for given behavioural routines. The degrees
of inter-firm asymmetries bear 2 positive relation with the market share(s)

of the leading firm(s), with their margins, and by implication, with the -

average margin of the industry. ‘

For some empirical analysis regarding semiconductors, see below. On
the controversial question of the relationship concentration /profitability,
see among others Bain {1951 and 1956); Gale (1972); Brozen (1971);
Demsetz (1973). A comprehensive critical review is in Semmier (1980),
while a thorough discussion within the framework of neoclassical econ-
omics is in Scherer {1970).

151, Salter (1969). For a thorough discussion, cf. Salvati (1971),
152. The condition for investment is the inequality :

r=1
J (R—V)ye "dt 2! 22

=0

and, as in Salter (1969, p. 68), expressing it in terms of unit of output and
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assuming all the operating costs-as Jabour costs

e=l
J. (P—Lwe™™dt »Cp P 23
i

=0

where | = expected cconomic life of the investment, P = unit price, L,
= unit labour input on the new equipment, v = rate of e.hscou.m, w e Wage
rate, R == revenue, ¥ = operating costs, C, = ‘real” unit capital input, F,
= price of capital goods, I = investment. See also Terbourgh (1938).

153, Salter (1969); Salvati (1971). . . !

154. 1n business economies the concept of ‘learning economy’ or lea}rnmg curve
is much more impressionistic and includes also proper technical progress
{of the embodied kind). Although that broader sense is likely to have a
strong operational meaning, it is analytically unsatisfaciory because it does
not distinguish between the causes of decreasing unit costs. .

155. In this case margins will be determined in re}anon 1o unit costs which
represent & weighted average of the various vintages. -

156. Cf. Eichner {1976} and Harcourt and Kenyon (.19?6).

157. Prima facie, ‘investment—profit” models are appc'almg becanf;e they geerr:
to provide a plausible microeconomic foundation to the Cambridge
macroeconomic theory of income distribution {which —as knowp —relates
the rate of profit to the rate of growth), However, they would strictly gppl_y
only if the manufacturing industry were composed of only one firm, Le. if
the ‘micro” were identical to the ‘macro’! _ _ o

158. The argument which folows applies in tefo to capua!-eqmp;nent which is
freely available on the market and to differcnt extents to capital-embodied
process innovations which can be imitated by new entrants,

159. Oneis likely to find several examples throughout the history of nineteenth-
century capitalism, and even today in all sectors w_here the rate of product
innovation is.relatively jow, as well as gconomies of scale, and where
learning-by-doing is not very pronounced, suqh as, some metal products,
non-fashion clothing and leather products, simple wood manufactures,

160. ?;.e implications of this form of iechqicai progress in terms of economic
theory are discussed, as aiready mentioned, by Neison (1980).

161, Marx, quoted also in Semmiler (1980).

162. See also Chapter 5. _

163. We define the ‘World” as all non-centrally planned economies. )

164. Productivity is defined as value added at constant prices per hour of direct
fabour. The estimates are bound to be imprecise because of the lack of a
complete set of relevant data and the unavoidable difficulty of a changing
product mix. It must be noticed that the above figure df)&s) not take into

account the superior performance of new products vis-d-vis old {(c.g. the
fact that an integrated circuit accounts for several thousands of
transistors). A

165. The estima)tes exclude captive markets and thus companies such as IBM
and Western Electric. Note that the European share includes European-
owned American companies such as Signfc{ics,

166. The shares are in terms of number of utits.
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167. Table 3.5 exciudes US firms producing only for in-house consumption, an
estimated 30—40 %/ of total US output. If the largest such producers (IBM
and Western Electric) were ranked by size of semiconductor output (Table
3.10) they would appear among the world’s top five.

168. These figures exclude captive producers.

169. Table 3.14, however, shows a high instability of individual market shares
between the late fifties and the mid seventies inthe USA. For a ‘mapping’
of the pattern of new entries, their origin and their history, cf. Truel {1980}
and Msson (1979).

170. For a discussion see Ernst (1982). _

171. Seeabove, chapter 2, foran explanation of the manufacturing technigues.

172. The US market for these “siticon foundries’ is estimated in 1981 at around

 $135m (source: Ernst, 1982). '

173. Sce Business Week, 10 September 1979. Some company-based estimates
suggest an increase of marginal capital/output ratios, throughout the
seventies, from 0.25 to around one (Source: Business Week, 10 Sept. 1979).
Data on investment/sales ratios for a group of American and Japanese
companies do not appear to support the claim of an increase of that order
of magnitude although it supports the existence of a trend in that direction.
According to'Rosen Research Inc. (cf. Rosen Research Letter, 17 July
1981), the ratio of capital spending to sales in a sample of 17 American
companies rose from.10.5% in 1973 to 13.8% in 1980. As regards
specifically their semiconductor operations, the ratio increased from
13.1% in 1978 to 17.5% in 1980. _

174. Source: DAFSA (1981),

175. See Golding (1971); Tilton {1871); Finan (1975); Sciberras {1977); Mason
(1979); Truel (1980). '

176, A discussion of a similar case is in Salvati (1971).

177. The taxation system is likély to make the choice of establishing a new
company even more favourable: even if the existing company decides to
distribute some of the additional profits to the successful researchers in the
form of increased salaries, the latter are taxed at progressive rates. Part of
the profits of the hypothetical new company would be, on the contrary,
capitalised, o ’

178. For an argued case in support of this thesis, of, -Baran and Sweezy (1966).

179. This comes down again te an opportunity—cost problem. For an
established firm different levels of risk and uncertainty aréWweighted against
the expected returns of different possible investments. For a potential
enterpreneur, on the contrary, the choice is simply between a salary and
the investment in one’s own technical expertise.

180. We cannot go beyond these few hints without undertaking a major
discussion on the sociology of firms which is not possible here. The reader
is again referred to Nelson (1981) and (1981a) which scrutinise the
‘frontier” reached in this line of investigation and suggest also a wide
territory still to be explored.

181, They argue that one of the factors behind the relative commercial failure of
big established companies such as General Electric, Philco~Ford and
Westinghouse was excessive centralisation. On the other hand, they
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-suggest that the. relatively .pom; ;;erformancc of Fairchild in the seventies
. been due to organisational looseness’. . .
182, %isr a detailed aocgunt on a micro level, see Sciberras {1977) and Truel
(1980). - - o ‘ - ed

183. By ‘diffusion’ one means here diffusion in production, as-opposed to

diffusion in consumption (i.e. expansion of the market for the innovative
- .commodities). The two are obviously interlinked. . Lo .

184, Strictly speaking, Texas Instruments, too, should belong to this category:
T was in fact a small company involved in geographu_:ai Surveys.

185. Even new firms like SGS, in Italy, or EFCIS, in Eranpe, were d:rect-lgf
established by big companies: Olivetti and Fairchild in the first case;
Thomson and the Atomic Agency in the second. . o

186. The only casé resembling a ‘Schumpeterian entry” in Japan is Sony. .

187, Thisstatement is supported by qualitative evidence ﬁ"om interviews, eveni
precise figures of market shares in Europe for the fifties and early sixties, to
our knowledge, are not available. For more-recent data, see Tabl;:) 39.

188. See Golding (1971} Sciberras (1977); We_bb:_ck (1?77); Truel (19&). ;

189. The Tearning coefficient” (percentage decrease in upit COSts toa dogl :tng g
volumes) of 28-30°;, which is often mentioned by the experts has to be
understood as a ‘synthetic’ measure of these thr-_e:e factorg. b

190. One would actually need company data on unit costs disaggregated by
individual products. ) _ L

191. gg;ressioninaiysis {on log-linear equations) is conduc;ted on nine g}muﬁﬁ
of products. ‘Learning coefficients’ range between 257% and 477, In tf e
regressions, the dependent variables are average unit prices, asa .prp)kcly gr
unit costs; Notably that assumption is not -only consistent with the
hypothesis suggested here of mark-up pricing, but must implicitly. ;néro-{
duce the stronger hypothesis of stability of the mark-.ups themsehfss gg o
market shares, The coefficients on the dependent variable are all significant
at 1 % leveland the correlation coefficients are very high (aropnd orabove
50} Durbin-Watson Tests often show cyclt_cal serial cgrre]_auon. We must
mention, as it will be argued below, that serial correlation does not appear
to be due to price fluctuations as a function of fluctuation in dcmang!, but,
on the contrary, to fluctuation in unit costs around the trend as an inverse
function of the rate of grcwthfot;1 def;nand. -\ of time

atter:-is simply the sum of the flows per unit o -

igg ;{;;hfhi: mentionedit{xdy, when the rate of output is added as an md_epende}r:t
variable, it appears insignificant at 5% level in ha]f of the equations. T e
_vahue of the coefficients, in log-linear estimates, is alwa)_'s less t'h;fm one and
in four out of nine cases is negative {(which wpu}d suggest decl;_nmg Or even
negative marginal costs). When time also 1s mim;iuced as an ;ndepcndc?nt
variable, the ‘learning coefficients’ (the coefficient on the cqmulatx\_'e
volumes} assume unrealistic values (some are below — i.OQ which 1al_gznln
implies negative marginal costs {cf. Webbick, 1977). Certainly .mu ticol-
linearity contributes to increase the uncertainty in the estimates.

194, A relationship of the form

ifm =+ BY/ N
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where % stands for productivity and ¥ for output, and the expression #

Y ; o : 954
.:and Y/Y represent the percentage changes per unit of ,.xifne. On tiﬁe
V::rdc}ommiiaidor Law’, sce Kaldor (1966) and {1975) and, for an exciting
extension o a more complete macroeconomic framework, Bover et Petit
(1980) and (1980a). We discuss the topics in.detail-in Dosi (1982a).

195. Our estimates, made on the 196376 period for the relationship between

percentage change 'in productivity per man hour .of direct labour and
percentage change in output yield the following results: o
#/n = 3008+ 002(¥/Y) " R? = 6.003
{0.17)
Even eliminating 1975 {(which appears 1o be a quite éxcc'ptionél vear) we
obtain = o : )
#/x = 19.35+0.19(¥/7)
©17) |
(Standard errors are shown in parenthesis)

R*=0.12

196. We must suggest particular caution in the .'mterprétation of the results

based on rather aggregate data, instead of spegific lines of products.

197. When the present study was written more recent Census data on 1he late

seventies were not vet available.

198, Two series of estimates have been undertaken on data, by size of

est?sbiishmenz, from the American Census of Manufactures. In a first
estimated equation, value added per man-hour. of direct worker, by size
classes (r,} has been regressed against the average size (in terms of number
of direct workers)of each class size (ACS). A second equation related the
s?xme'dcpendent variables (m,,) to the total number of direct worker in each
size f:lass (TCS). The first- equation can. be .considered a very .rough
proximate of ‘technical’ economies of scale, while.the second may be taken
to represent the ‘revealed’ economies of scale, in so far as they are actually
exploited by the-firms {which would lead to a greater relative share of
employment in.the greater size classes). The limitations of those estimates

necfiless 0 say, are many and significant (amongst them, the facts that’
varjous t_fstabiisl}mems may produce different commadities, the degree of
vertical integration in each establishment may be different and different
stages of production may show different value added per.direct workers

etc.). The estimated equations are: ,

R =022

11 log m,, (1967 = 2.69+0.06 log ACS (1967)
O 0.04)
12 logm, (1972) = 3,36 +0.08 Jog ACS (1972) R? =081
{0.01)
2.1 log, (1967) = 2.50+0.06 log TCS {1967) R? =025
(0.04
22 logm,, (1972} = 3.03 +0.09 log TCS (1972) R? =076
0.02)

(Standard errors in parenthesis.) Taking the two pairs of equations for each
estimated vear, it is encouraging to notice their similarity. In the seventies,

205.
206.
207.
208,
209.

210.

211
212,

213,

214,

215,

216.

217.
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economies of scale appear to have gained importance. In equations 1.2 and
2.2 the coefficients on the independent variable are significant at 1 per cent

Jevel.. - S _ :
.. See Sciberras (1977} )
. Dataquest, Research Newsletter, various issues. . . Lo
. Ibid; the figures are in volume terms (i.e. number of units),
. Thid; the datum is in value terms. . :
. Ibid. S
. This same procedure has been foliowed by most of the studies in the field.

See Nield {1963); Coutis, Godley. and Nordhaus.(1978); Sylos-Labini
(1980). . : . S
To repeat, oligopolistic power, according to our model,. stems {from.
structural asymmetries between firms and does not imply any hypothesis
on collusion: - . . )
This hypothesis is suggested by Weintraub (1958),

Differences both within the existing group of firms and between the latter
and potential entrants. :

We strictly refer to closed economies. The eniry of new countries is a
question that we shall discuss in the next chapter.

We believe this represents a rather general formulation of the hypothesis,
suggested by Schumpeter in relation to individual entrepreneurs. For a
discussion, see Chesnais (1981); Fréeman (1981); and Freeman, Clark and
Soete {1987). )

To our knowledge, this is also what all other empirical tests on pricing
behaviours have done. ' :

For the procedures, see Appendix L

The level of utilisation of capacity is often used for the purpose (see, for
exatnple, Coutts, Godley and Nordhaus (1978)). In the semiconductor
industry that indicator is not available. The possibility of using the
difference between trend value of output and actual outpuf must be
dismissed, since the long-run trend is made up of significantly different
trend values in each demand cycle. The most satisfactory proxy appears to
be the change in the rate of growth of demand vis-d-vés the previous year,
Firms necessarily have to consider forecasts of future technological
changes, the shape of their own ‘“learning curve’, etc.

This form of the estimate is, 2s it were, ‘more demanding’ than a simple log-
linear regression, since it reduces the possible effect of time trends in the
variables.

The coefficient on the ‘demand variable’ as approximated by the A log of
the change in the rate of growth in output is not significantly different from
zero, On the other hand, if demand is simply approximated by the A log of
the output index, it becomes negative (significant at 1 per cent level).
Among those two factors, some authors suggest that the first is the most
important or, at least, a crucial necessary condition {for example, Sylos-
Labini (1967)). For a discussion of the second factor, cf. also Eckstein
{1964}; Eckstein and Wyss (1972).

The evidence strictly supports the hypothesis only as far as the comparison
between ‘large’ and ‘medium’ firms is concerned, although it doesnotina
comparison between ‘medium’ and “small’ firms. An explanation could be
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that very small firms are'specialised in particular products or phases of
production $o that they can be to some extent ‘price-makers”; - -

218. Note _that all ‘the econometric estimations have been conducted on
American data. As we shall argue in the next chapter, the situation might
have been different in Europe. - '

219. E.g. the sharp décline'in TTL ICs, induced by an-aggressive pricing policy
by Texas Instruments in the years 19701 : ' '

220. Note th.al the utilised price index represents actual prices and not listed
prices, since it has been-Obtained from unit value of shipment by product
category {value divided by quantities), C RS

221. Durbﬂg Watson tests (which reveal serial correlation in the residuals) on
the ‘estimated equations do not rule out that possibility -of-long-term

. fluctuations. - ' : '

222, As is well known, variations in capital/output ratios may be taken as a
proxy of the existence ‘of relative capital-saving or labour-saving biases in
technical progress (if one accepts Harrod's definition of ‘neutral’ technical
progress}. ’

223. The relation between the two ratios is rather compiex. By definition, total
investment at time (= [) is equal to the net addition to productive
capacity plus substitution for scrapped equipment: o

I, = AK, 4 akK, . 26

where a is a function of the rate of obsolescence. Net investment is some
function of the growth of output and of technical progress, while
scrapping is 2 function of some ‘natural’ obsolescence and of technical
progress. Taking aH this into account, and dividing both sides of eq. 26 by Y,
{output at time #), one obtains: o o :

LY, = [A,(@)+ (@] (K% 27

where_ g is the rate of growth of output and 4, and Az express the effect of
technical progress on the new required equipment and on scrapping. If the
long-run rate of growth does not change substantially, I/¥ and K /¥ should,
broadly speaking, follow similar trends (although I/Y obviously reacts
more swiftly than K/Y¥ to any capital-saving or capital-using bias in
technical progress). ‘

224, ?;a;é ia)bovc, the overview of the industry (p. 147); USITC (197%); Ernst

225. The ‘learning effects’ described above tend both to increase labour
productivity and to decrease the ‘physical’ capital/output ratio,

226. It is worth mentioning that the process described here is quite different
from either a process of factor substitution on a traditional production
function or movement of the production function itself. Here one is
describing a process whereby:

1. The relative price of capital inputs and final outputs are crucially
determined by the respective trends in labour productivity.

2. Product-innovation in capital goods is by its nature capital-saving.

3. Factor substitution is intrinsically linked to cost-reducing technical
progress.

227,

228.

229,

230.
231
232.
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The guestion of the existence of a production function does not even arise.
For a stringent discussion of these problems see Pasinetti (1959), and, in the
same issue of the Review of Economics and Statistics, Solow’s comments
and Pasinetti’s reply. See also Pasinetti (1981).

With the slump of 19623, a substantial over-capacity emerged. For a brief
description of public policies in this respect, see Freernan (1974). A similar
situation was- experienced by other industries. See, for example, on
aluminium, Balconi (1977). ;

Military procurement, which, at that time, accounted for most of ICs
demand, guaranteed a very substantial level of margins, at least partly
protected from any worry about other competitive firms. Suppose that 2
firm enjoys a technological advantage in a certain product. A govérnment
contract for its purchase will generally be made on a cost-plas base. The
contract will assire the demand for a certain quantity, independeéntly of
any expectation of future entry by other firms. '
Strictly speaking, our considerations on pricing procedures, outlined in the
previous section, apply to ‘open’ (non-procurement) markets. On military
markets, a firm which enjoys a present monopoly may well behave as a
monopolist, while we are suggesting that on ‘open’ markets, a present
monopolist is likely to behave like an oligapolist, because he/she is not only
thinking of the present but also of the future.

See Electronics Times, 7 January 1980.

Cf. USITC (1979).

Prima fucie, this would support Eichner’s view on the reiationship between
growth and levels of margins, through the cash-fiow variable and the
debtjequity constraint; cf. Eichner {1976). Note. however, that the causal
relation seems to run from cash flows, as a constraint, to growth, and not

" vice versa.

233.
234,

235
236,

237.
238.
239,

A pattern 4 la Kalecki (1971).

An imptication of this pattern is that the second industry {which is clearly a
metaphor for the US one) must rely much more on being technologically
ahead: if the two industries are technologically equal, the first tends to win.
This is, we believe, the major difficulty facing the US indusiry at the
beginning of the 1980s. (For z slightly different point of view, cf. Ernst
(1982)).

Dosi (1981).

It is intuitively clear that if firms undergo a very high productivity growth -
while they are committed to lifetime employment of their workforce, they
are bound to look for the highest possible growth rates.

In another context, this thesis is held by Odagiri (1981). See Marris and
Mueller (1980} for a critical survey.

The theorem states that perfect markets account for capitalised profits so
that the leverage ratio is irrelevant, cf. Modigliani and Miller (1958).

A la “first” Schumpeter (1919).



4 Technical Change in
the International
Environment: The |
‘Dynamics of Trade and
Investment | B

In the previous chapter we analysed the effect of technical change upon
industrial structures in relation to some fundamental variables (inter-
firm technological lags and leads, productivity, prices, margins), under
tk}e assumption of a closed economy. We shall try now to extend the
discussion to industries belonging to different countries and charac-
terised by different capabilities to innovate and/or imitate,

By successive approximations, we will consider how technology gap
theories of international trade and investment relate to the
model of industrial structures and dynamics outlined above,
The first section (4.1) approaches the problem considering some
separate elements such as international prices and tries to define a
few ‘stylised facts’. Section 4.2 develops a more complete model of trade
and international investment based on technological asymmetries
_bctween firms and countries. Two other important variables will be
introduced in our framework, namely (a) intemationai&_diiferencéé in
wages, and (b) what we name “specificity of each national market’ which
relates to a broad cluster of factors ranging from user—producer
refationships to formal and informal trade profection.

_ Finally, the model will aliow us to define the conditions for
_mternational convergence or divergence in terms of technological and
income levels,

The second part of this chapter will analyse the case of the world
sermiconductor industry. International trade and direct foreign invest-
ment progressively brought about the emergence of a world semi-
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conductor market. The implications for the international structure of
the industry will then be discussed.

4.1 TECHNOLOGY, TRADE FLOWS AND INTERNATIONAL
INVESTMENT: AN INTRODUCTORY VIEW S

Technology Gaps and Industrial Struciures: Trade and Prices

Chapter 3 discussed the emergence of asymmetries among firms
originated. by different capabilities in producing and commercialising
innovations. These asymmetries were likely to produce temporary
oligopolies, a tendency towards the pre-emption-of the market by the
first-coming firms, and cost advantages due to dynamic economies of
scale (‘learning effects’). We are now in the position to generalise the
model, in order to account also for foreign markets and international
trade. : ' _ : .
Let us first consider the cases whereby technelogy and relative
technological levels of the various countries are crucial variables in
determining trade flows. It seems therefore appropriate to start our
discussion with a technology-based model of international trade (g la
Posner!). As is well known in such a model, (a) trade flows are orig-
inated, in the first part of the life of a new product, by the existence of a posi-
tive difference between lags in consumption and lags in production in the
imitating countries, as compared with the innovative one; (b) the rate of
one-way trade between the innovative country and the ‘rest of the world’
15 a function, other things being equal, of the former's rate of
innpovation.” One can easily see the intuitive consistency between the
discussion undertaken above, in relation io firms in the first-coming
market, and this account of foreign trade. One interesting problem
concerns the effects that such trade flows have on the international
structure of supply. To illustrate the point, we shall utilise Posner’s
model® with some relatively minor modifications, in order {o link it more
easily with our previous discussion.

Suppose the total lag between the initial introduction of a new
producs by a firm in country 4 and the first imitation by a firm in country
Bisequalto L, and the lag in demand is equal 1o A. Obviously, the one-
way trade that will occur over the period (L—4) and thereafter will be
also a function of the rates of diffusion of the innovation, both in
production and in consumption, in both countries. In the discus-
sion in Chapter 3, we defined the implications of 2 technology
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iag,- T, between first-coming firm(s) and imitative firms. Consider-
ations of the same nature apply to would-be entrants from -other
countries. If, for simplicity, we neglect transport costs, tariffs or the
possi'biiity of discriminatory pricing in different markets, the
fbarr:ers to entry” and the mobility barriers for foreign competitors are —
in their nature — identical to those of domestic firms lagging behind (in
country A), while the two possible significant advantages for a foreign
company (a company from country B) could be (a) lower labour-costs
'al'!d (b) a greater adaptability to the conditions of its own markets (wha€
in the next section we will defing as ‘specificity-of-the-markets’ effects).
Let_f.us neglect for the.moment the possibility of direct investment in
foreign countries and just focus on trade flows. Ani innovative company
from country 4 which starts to export to country B after the demand lag
(4) is faced, in its pricing policy, with structural conditions of the same
nature as discussed in the previous chapter. However, if we allow for
price discrimination (but stiil overlooking transport costs and tariffs),
the first-coming A firra might charge a price which accounts for entry
barriers, mobility batriers and demand clasticity in each foreign market,
Note that the innovative firm from country 4 has to consider the same
cost function as in the previous chapter, while the demand function as
well as the cost functions of would-be entrants from country B are
generaily different from A4 would-be entrants. Pricing policies in B
;narketswill be approximately determined by the same factors outlined
in the previous chapter: oligopolistic margins of the first-coming 4-firms
in B-markets will be a function of imitative lags (of both A-firms and
B-firms*), learning effects, unit cost differentials between countries .4
and B (net of 'learnings effects”), differential ‘market’ advantages of B-
firms, and demand elasticities. ( ‘
Some properties of this simplified model are the following:.

L. For any given elasticity of demand in market B, the differential, if
there is any, between the price charged at any given tfﬁie (after i) in
rparkets Band 4 is a positive function of the production lag in country B
(i.e. the technologically determined lag after which the first firm from B
is‘ technically able to enter the market), a negative function of cost
d}fferentials between the two countries (to simplify, let us define them as
differentials in wage rates)® whenever the latter are lower in country B,
and are a positive function of labour productivity differentials (which is
higher in country 4, due to ‘learning effects’, etc.).

2. There is an absolute advantage for potential entrants belonging to
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country B determined by such things as proximity to their own markets,
untraded technological interdependences with domestic user industries,
captive markets, etc. The.degree of entry by country B firms, despite an
entry-deterring pricing sirategy by exporting firms from A is somewhat
proportional to thedmportance of these factors, . B R

One must stress again that what has been described as a fixed mark-up
strategy must -be -considered merely as.a yardstick for, and: general
approximation to, individual pricing behaviours. 1t is enongh:torecall
that, in foreign markets (as well as in-domestic ones), firms have two
other national ‘extreme’ alternatives. First, they -could charge ‘mon-
opoly prices’ until either some firms from country Benter the market or
other A-firms-start éxporting to B.° Second, the exporting firm from 4
could charge from the beginning a ‘penetration price’, well below the
entry.deterring one on market B, : .

Any price level in B-markets above the 4-level, wherever 4-firms are
more than one, does require a certain amount of collusion between A-
firms’ and exercise of ‘market power’. The more similar the industry is to
the ‘pure Schumpeterian’ model of one (or a small group of)
innovator(s) . for each :product-market (as described on pp. 135-8,
the more likely is the possibility of oligopolistic price discrimination,
according -to the technological conditions of each -country (i.e. the
technological iags of B-firms). .

Conversely, if there is no price discrimination, as one would expect if
the industry is sufficiently integrated on an international level, then the
international -price will be a function of the structural conditions of
production in country A, the ‘leading’ country. This may well yield to a
price which is well below the notional ‘limit price’ corresponding to the
conditions of production in country-8.

Finally, a particular case of an industry which is very integrated on an
international level is that where the international price (in both countries
A and By and the margins of each company (both 4-and B-companies)
are.a function of the refative technological differences {for given wages
and exchange rates) between international firms operating in a world
market. :

"We shall come back to these three cases and suggest that they
correspond to three stages of a development of an industry, namely
(a) the ‘national oligopolies” stage, (b} the ‘unification-of-the-world-
markets’ stage, and (¢) the ‘international oligopoly’ stage.

It is of some interest to compare this simple illustration with
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technology—gap and product—cycle accounts.of international trade. All
the properties-outlined above are clearly consistent with ‘technological’
theories of trade; to which one has only added some ‘micro’ consider-
ations on price and market strategies by individual firms. Furthérmore,
trade flows are explained here by means of differences in the production
structure amongst countries, in relation to their capability to in-
novate/imitate as in ‘technology-gap’ models.® Unlike strict product—
cycle theories,” we.do not identify the deus ex maching of trade patterns
in differences in the nature of the markets and in income levels among
countries. Another difference with product—cycle models is that we
suppose that supply of an innovativé commeodity .and its domestic
demand may not be independent of each other. On the contrary, we
suggest, a strong interdependence is likely, so that leads and lags in the
introduction of an innovation favour /hinder their diffusion in consump-
tion. The differential advantage of the innovative country rests:upon a
differential technological capability. This asymmetry among countries is —
as it were —‘carried on™ over time through the dynamic economies
associated with an early production, and with the size and nature of the
domestic market in the innovating country. The latter, however, is not
simply a ‘datum’ but is partly built by the innovation itself.

On the other hand, domestic firms in the imitating countries have an
absolute advantage in the interrelation with their domestic market!®
and might have another one in differential wage rates. Suppose
that (a) the life-cycle of a product is sufficiently long; (b} its production
technology - reaches a relative stability, and (¢} after some time,
production technology becomes relatively standardised and inter-
nationally available. Under these circumstances the dynamic economies
of scale, which represented, together with the innovative lead, the
differential advantage of country 4, increasingly bottom ‘out.!* There
must come a point when the ‘domestic market effect’ and/or differential
wage rates will completely offset the relative advantage of country 4. All
this might occur despite any possible behavioural assumption about
export and pricing policies of 4-firms: the latter may well try to keep
their leadership in market B for as long as possible, but —if technology
stabilises -- they will not be able to maintain it indefinitely, since, after a
certain time, this would imply charging a price in B below the price
charged in A4, or even below production costs. This case is rather similar
to the product—cycle model. Production starts to flow down to ‘second-
coming’ countries and then to ‘third-coming’ countries, etc. The
argument implies that some entries in B do occur after the lag period L
despite possible entry deterring pricing on exports to B, due to prox-
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imity-to-the-domestic-markets effects, captive markets, or-big -B-firms
ready-and capable to enter despite prolonged losses, etc. So, ‘there is
some game”: B-firms start with a disadvantage but, at the end, the cost
advantage associated with the late-coming countries, i.e. lower wages,
becomes. increasingly effective. This classical product-—<ycle approach
actually represents a strong ‘diffusionist’ point of view. Everyone has a
place in -the international -division -of labour. It is a-‘diffusionist’
hypothesis because it allows late-coming countries .to catch-up -in
relatively ‘mature’ technologies: moreover, if the growth of production
and income has a long-run effect on the technological lags, the long-run
trend is likely to head towards convergence among countries which start
from different technological income levels. R C
Conversely, it 1s possible.to describe the conditions under which
asymmetries among countries are cumulative or, at least, stable. -

Suppose that (a) the life-cycle of a product is rather short, since new
products quickly substitute for the old ones; (b) the rate of technical
change both in product and process. technology is rather high, and
{c) technical innovations are not the result of a random process, but have
a cumulative nature so that, other things being equal, the innovative
country of today has the greatest likelihood of being also the innovative
country of tomorrow. Under these conditions, it is easy to.see how
production -does nor flow down to second-coming countrics, but the
relative advantage of 4 is kept through time by means of a rather stable
fiow of innovations in 4 which prevent any easy catching-up by B. Even
if there are B-firms able to enter the B-market after the lag time L, they
will not have time to overcome their relative disadvantage, and in the
next round (the next ‘vintage’ of products) they will find themselves
again lagging behind. Countries which did not succeed in entering the
‘present round’ are not likely to enter the next one either.

Asymmetries among countries will remain stable, increase or slowly
decrease, depending on the rate of technical change, the technological
lag and leads among countries, the degree of cumulativeness of technical
progress, its appropriability and the rate of substitution between old and
new products, These are the factors which determine whether a
product—cycle/diffusionist case or a cumulative technology-gap one is
likely to occur.

The discussion so far provides us with a few ‘stylised facts’ and a
framework for the interpretation of the trends in trade flows and
international investments. We must now attempt to provide a more
organic account of the relationship between international technological
asymmetries, international oligopolistic structures and trade flows.



224 Technical Change and Industrial Transformation’

Before . undertaking this task, however, we must introduce an
additional feature of technology and' technical change, namély- the
possibility of appropriation and internalisation withia companies of the
‘untraded’ aspect of technical change.

At least since Arrow’s article (Arrow, 1962), ‘knowledge” is -recog~

nised to be a particular kind of ‘commodity’ (or asset) with few special
features which make it different from. ordinary commodities. In
particular, its specific characteristics, related to divisibility, tradeability
and appropriability, retain some features ~to use the traditional
language —of a ‘public good’*? and of an ‘externality’. Certainly there
are important traded aspects of technica] change and innovation, as it is
embodied in tradeable commodities or traded in the form of patent
licensing, know-how transfers, etc. At the other extreme, part of
technical knowledge takes the form of a pure ‘public good’in so far-as
scientific-and technical articles and papers are freely available to
everyone. Between thesé two extremes, however, there are important
aspects of technical change which are uniraded as such, but, under
certain conditions, are privately appropriable. A clear example; when-
ever technology maintains some cumulative features, is learning-by-
doing. - - :

The existence, noted above, of phenomena of interlinked tech-
nological trajectories and of varying patterns of interaction between
major technological - systems or paradigms must also - be
taken into account. In. some instances, technical <hange may
represent an ‘externality’ to each individual company {sometimes
defined asa ‘conducive environment’ io innovation); in others, it may be
internalised within companies and thus becomes a differential asset, The
latter may then represent a powerful oligopolistic asget. A long-
forgotten article by Coase (1937) suggested this to be an important
factor leading to vertical integration. Hymer (1976) and Buckiey and
Casson (1976) argue the role.of internalisation as a determinant of the
development of multinational enterprises and international oligopolies.
As we shall se¢ at more length below, when discussing Dunning'’s ‘eclectic
theory’ of international investment and trade, these technology-refated
factors correspond 1o the ownership—specific and internalisation—
specific advantages which multinational enterprises are likely to enjoy
(Dunning, 1977 and 1979). In our view, it would be misleading to
consider internalisation simply as an effect of and a reaction to some
kind of ‘market imperfection’.’® It is probably more accurate to
consider it as one of the inner trends (and one of the ‘rules of the game’)
in oligopolistic rivalry towards the transformation of the untraded
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features of technical change into proprietor assets which, as such, :also
represent entry barriers and differential advantages vis-g-vis other
competitors, '

4.2 INTERNATIONAL TECHNOLOGICAL ASYMMETRIES,
OLIGOPOLY AND WAGE RATES: AN ATTEMPT AT _
A SYNTHESIS ' ' '

As many authors have stressed in recent literature on the subject (see
Chesnais and Michon-Savarit, 1980; Momigliano, 1981), there is need,
more than ever before, for some kind of synthesis between explanations
of trade and investments. That ‘synthesis’ also implies the establishment
of some kind of relation between regularities in company behaviour, on
the one hand, and regularities in the structural features of the patterns of
trade and investment of each country, on the other hand.

Dunning’s eclectic theory provides a methodological starting point in
this direction, since it begins to bridge theories of industrial organisation
and theories of international location and trade {Dunning 1977, 1979,
1981). In his work, Dunning distinguishes between company—specific
and country-specific relative advantages. If the former and the lattercan
be proved to have some dynamic relationship with each other, one is
then provided with the beginning of a linkage between the micro-level
(i.e. inter-firm asymmetries} and the macro-leve] {patterns and changes
in the international division of labour and patterns of international
competitiveness of each country).

It may be worth briefly recalling the questions that a combined theory
of trade and investment is required to answer:'+ :

1. What are the factors which explain overall ‘foreign involvemens’
{cf. Lall, 1980}, in the form of both exports and direct investment, of
companies belonging to a certain country in a given sector? In other
words, where do the advantages of a certain group of companies vis-
a-vis others of other ‘nationality’ and/or location come from?

2. What is the exact nature of the relations between country-specific
and company-specific advantages?

3. What are the determinants of and the regularities in the choice
between the two main alternative forms of foreign involvement,
namely, exports and direct foreign investments?5

Itis impossible here to discuss at length those resuits which are-relatively
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established in the literature with respect to these questions. All we can do
is to point out a few hypotheses which have, in our view, the most
general relevance, S

The International Oligopoly

The readers will have certainly noticed that the discussion of the former
section is based on the same variables which underpinned the model of
inter-firm asymmetries and oligopoly in a closed economy. The point
must be stressed: the same structural elements which yield to permanent
(even if changing. through time) differences between firms, in terms of
innovative lags and leads, different costs of production, market pre-
emption, eic., are also the explanatory variables of international dif-
ferences in specialisation and competitiveness. _

We have identified four main sources of oligopolistic asymmetries
between companies, namely:

1. Size-related technological discontinuities (associated with economies
of scale),

2. Leads and lags in innovative and imitative capabilities {in both
products and processes) associated with pre-emption of the markets
by first-comers and different techniques and costs of production.

3. Whenever unit costs are also a function of cumuljated production,
through learning curves, leads and lags manifest themselves also
through cost differentials, even holding the basic product and process
technology constant.

4. Internalisation of technological interdependences, experience of
management of technological sysiems, etc. may become a differential
asset of some firms vis-a-vis other competitors., .

Whenever these factors are at work, both within each economy and
in the international arena, we may expect the developméit of some kind
of international oligopoly. More precisely, from an historical point of
view, we suggest the existence of three stages in the development of
industrial organisations, associated with the emergence of a new
technology and its establishment: !¢

1. "A phase of national oligopolies (initially quite fluid, & la ‘first’
Schumpeter (1919)) and national markets. '

2. A phase of unification of world markets, of which important aspects
are international investments and a tendency towards (more or less)
unigue international prices.
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3. A phase of international oligopolistic stabilisation, whereby most -of
the companies competing in the. international markets are inter-
national companies, few new entries occurring, with the exception of
‘side’ entries by big conglomerates and/or ventures backed - by
national governmenis.

How far one may generalise this pattern is, of course, an empirical
matter. A priori, however, one would expect that it is likely to suit
whenever at lcast some of the following conditions hold: :

1. The rate of technical change remains high.
2. The degree of appropriability of innovations is high.
3. Technical progress is cumulative, _
4. Atleast some untraded aspects of technological development can be
" internalised within companies. ' . o
5. Technology is quite complex (sometimes related to technological
systems), so that there might be an organisational entry-barrier
related to the capability of managing such systems.

. Unit costs are also a function of learning curves.

. There are static entry-barriers related to size and to economies
of scale, ,

=1

Not all of these conditions, of course, must 2pply in order to achieve
an international oligopoly: in some respects, industries can be placed-on
a continuum, ranging from, say, computers or semiconductors where
most of these conditions appear to held, down to non-fashion clothing
or wood products where none of these factors are likely to be very
powerful. .

Te put it in a provocative way, we could reverse the implicit
assumption of a good part of current economics that oligopolies are
‘limit cases’ of a ‘free competitive norm’, into the opposite statement:
free competitive markets are a limit case of economic conditions which
‘normally’ tend to oligopolistic structures of sapply. We hope that our
analysis, which traces the origin of this trend to the asymmetric
characteristics of technology and to the processes of appropriation of
innovations, has been convincing. However, the reader is also free to
resort to some simple casual empiricism, and inquire whether the
‘typical’ contemporary industrial structure is more akin to that of the
computer industry or to that, say, of handmade paper flowers.

One of the implications of the argument is the following: given other
context conditions such as national wage rates and exchange rates,
technology —in the broader meaning of international asymmetries in
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innovative capabilities, - productivity -differences, etc. —is .the crucial
variable in determining total foreign-involvemens.!?

We have been suggesting that there are powerfal forces driving
towards oligopolistic stability. Stability, however, does not mean
fossilisation. Let us recall a few quite general factors which impress
dynamism on the system and affect change, both under conditions of a
closed economy and in the international arena, '

First, technical change, even of the most ‘normal’ (as defined in
Chapter 2) and cumulative nature, is still a stochastic process. This
implies, among other things, that even under stable oligopoly conditions
a big firm, which has been very innovative in the past, is very likely, but is
not certain, 1o be so in the futare. In more general terms: given the
stochastic nature of many technical advances, which are parts of the
patterns of oligopolistic rivalry, changes in firms’ relative position vis-
d-vis cach other are continuously occurring, eeven if the probability of
disruption of the overall structure of supply is very low.

Second, we have already mentioned how the emergence of new -
radically different —technologies disrupts entrenched oligopolistic pos-
itions. In our view this is one of the main mechanisms of long-run change
in supply structures. '

Finally, there often exist ‘external’ environmental factors which
produce instability, at varying degrees, in both national and inter-
national oligopolistic structures. These sources of instability (whose
effect may range between relatively minor changes in short-run pricing
policies and major ‘oligopolistic wars’) stem from a wide set of factors,
including political -institutional ones, major drops in demand, long-run
macroeconomic divergence in productivity and growth between coun-
tries, unexpected overcapacities, etc. Historically, one of the most
important factors of disruption of the international structure of supply
have been wars and political changes. ’ B

In the following analysis we shall consider, step by step; the variables
leading to the formation of international oligopolistic structures and
those affecting their inner dynamics. The discussion above provides us
with a powerful starting point: under the simplifying assumption of no
international investment, inter-country asymmetries exactly mirror the
inter-firm asymmetries which we analysed in a closed €COnoMmy context.
Loosely speaking, these asymmetries are of two kinds. First, there are
commodities which some countries (companies) are capable of produc-
ing and others are not. Second, for each commodity that a certain group
of countries (companies) are able to produce, some countries {com-
panies) can manufacture them at lower cost than others. The more
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complex case is this second one and the discussion that follows will focus
on it S

Technical progress, both in the form of process innovation and
product innovations, can be regarded as an asymmetry-creating factor;
which tends to induce divergence between firms, and between countries,
in terms of international specialisation.*® Conversely, there are factors
which tend to induce convergence and international diffusion of tech-
nology.!® Among them there are: (a) free international diffusion of
scientific and technological knowledge (e.g. publications, etc.); (b)
traded transfers of technology (licencing, transfer of know-how, etc.);
(c) processes of technological imitation by late-coming companies and
countries (both ‘spontaneous’ and government-induced imitation).

‘Multinational investment overlaps with the latter two factors and
may be considered, to different degrees, a vehicle of international
diffusion of technology, which does not obviously bring about conver-
gence between companies but may do so between couniries.

There are two powerful and general driving forces which, in our view,
set in motion both autonomous ‘catching-up’ processes by domestic
firms in countries lagging behind and international investment by
companies from the countries “on the technological frontiers’. They are:
(a) international differences in unit variable costs and primarily
international differences in wage rates, and (b} the ‘specificity’ of local
markets, including everything which in traditional economics ‘goes
under the heading of ‘market imperfections’. the advantage enjoyed by
local manufacturing due to a ‘proximity-to-the-market’ effect, and —in
addition — various forms of government intervention, tariff and non-
tariff barriers, transport costs, eic.

Wages and Costs

One can easily see the role of wages, by contrast, making use of the
model developed in Chapter 3. There (e.g. especially pp. 131-5) each firm
clearly had to pay the same wage rates irrespective of whether it was a
leader or a follower. In the international context one must abandon that
assumption. Companies belonging to late-coming countries might have
wages low enough, at current exchange rates, to compensate (or more
than compensate) for differences in productivity with respect to the
leading companies (countries). In theory, one can always conceive of a
notional wage which is low enough to match productivity differentials
{of course, in practice, this wage might be below the subsistence level, or,
after allowing for ‘external diseconomies’, might well be negative),
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Capital equipment and material inputs are commodities, like any
other manufactured goods, which have (approximately) unique prices

on the international markets. International differentials in.total unit

costs will thus bedetermined by labour productivity and wagerates,*%at
any given exchange rate. The analysis from Chapter 3 on ipter-firm
technological asymmetries explains also international differences in
productivity in terms of technological lags and leads, learning curves,
economies of scale, etc. ' :

On the other hand, wage rates—in terms of an infernational
currency —are -determined by -macreeconomic factors,?! Finally, the
actual and the minimum acceptable?? rates of profit in each economy
are ‘also determined on macroeconomic grounds. In this chapter we
must confine the analysis to the level of any one individual sector.
However, we may already advance the hypothesis that' international
differentials in profit rates cannot be high enough to compensate for
international productivity differences.?® Thus, we suggest the following
proposition: labour productivity and. wage ‘rates are, Jjointly, the
proximate-determinants of both international differences in variable
unit costs and the competitive position of each country (ie. of the
companies belonging to each country),** for any given relative tech-
nological level. (For a more rigorous analysis, cf, Appendix 11.)

The point can be illustrated by redrawing Figure 3.3 from Chapter 3.
Suppose there are three firms (named 7, 2, and 3), corresponding to three
countries. Company ! enjoys a higher labour productivity than
Company 2, whose productivity in turn is higher than Company 3. C¥,
C3, C3 represent unit labour costs?* ifevery country had the same wage
rates as country /. Under these conditions, company 3 could not profitably
produce at the price level P (expressed in an international currency),

However, suppose that wage differences between the three companies
{countries) more than compensate for productivity differentials, so that
the actual unit labour costs for countries 2 and 3 are C, and C,
respectively. The figure depicts a case of competitiveness reversal due to
wage rate differentials. One can easily imagine the notional case of the
most efficient country expelled from the market: in Figure 4.1, if the
international price falls below C, the technologically leading country is
immediately forced out of the market.?¢ :

The effects of wages upon inter-country (inter-firm) asymmetries will
depend on technology and on the patterns of technical change in each
industry.*” One would clearly expect these effects to have a lower
importance in high technology industries. First, as we already men-
tioned, there are commodities which only the technological leader(s) are
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Figure 4.1  Unit costs and international differences in wage rates

capable of producing. Under these circurr;stancesr the relative _le_vefs of
wage rates are obviously irrelevant to the international competitiveness
of each country. Second, even in the case of a group of cougtrles .whu?h
do know how to produce a certain commodity, our dxscusgton in
Chapter 3 suggests that the ranking of labour productivities foxj different
countries (companics) will show a very steep proﬁie as a function of ghc
technological lags. In other words, in Flgurc? 4.1, the hr}f:
AHBKC . . . will be very steep upwards and differential wage rates \‘mll
not substantially effect inter-country (inter-company) technological
asymmetries. ' . .

At any point in time (i.e. from a static pcrspecn'vt':). there is a cl;ar
relationship between relative technological capabilities and relative
wages {expressed in ap intermational currency). In 'othcr words,
the higher the technological level of a country, the higher also the




232 Technical Change and Industrial Transformation

wage rate which that country ‘can pay’ without losing its relative
advantage in terms of unit costs of production. The impatient reader is
invited to refrain from extrapolating too quickly general statements
regarding the international division of labour, since we are not
considering here income distribution within each country, which in
theory is the other co-determinant of international specialisation.?®
However, we regard the relationship between relative technological
levels and relative wages as a good approximation to the static
determination of the competitive position of each country for each
commodity, and thus of the proximate patterns of international
specialisation.2® : . N :

From a dynamic point of view one can clearly see how technological
imitation and diffusion brings about international convergence, Were
labour productivity identical in all countries, they could all obtain equal
competitive positions and-at the same time pay equal wages. Thus, the
dynamic processes which tend to make the AHBKC . . . line flat, tend also
to decrease international asymmetries in terms of wage rates. (More
rigorously, they tend to increase the ‘degrees of freedom’ of income
distribution between wages and profits for a given international price of
each commeodity.)

Finally, one may notice that, as in our closed economy model, the
lowest cost firms were the price makers, so it is in the international
context: the lowest cost countries (companies) will enjoy the highest
degrees of freedom in price-setting and will thus determine also the
infra-marginal country (company) on the world market.

The *Specificity’ of each Market as a Diffusive Factor

The second variable we mentioned as a convergence factor between
countries characterised by different technological capabilities was the
‘specificity’ of each market. By that we mean, broadly speaking, some
special right of access to a market segment by a group of firms, despite
their being technologically late. This special right may be straightfor-
ward and politically induced: this is the case of import tariff and guotas.
Other features of the economic system, however, perform the same
function, to different degrees.

First different features of demand in each country can petform that
role. Imagine the existence of an unchallenged American technological
leader in the toothpasie industry. However, the Americans prefer a
peppermint flavour, while, say, the Italians love a subtle spaghetti taste.
Italian firms are thus somehow sheltered and can enter the market
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despite their technological lags, if they have a special knowledge of the
Ttalian taste’. - it

Second, and much more important, in our view, are the patterns of
user—producer relationship which often - require geographical and
economic proximity and induce a strong *buy local’ bias. S

Transport costs are yet another factor which shelters each market
from the others. . . SR

In the last resort, most of these very different factors come under the
texfbook.headings of ‘imperfect markets” and ‘imperfect information”.
in our framework, contrary 1o being a simple ‘distortion’ of the
economic system, they are -an- essential feature of it and foster
technological diffusion preventing the first-coming countries (com:
panies) from higher levels:of market pre-emption. :

" -In actual fact, these cases of ‘market imperfection’ highlight complex
and relatively unexplored trade-offs between ‘static’ and ‘dypamic’
efficiency. From a static point of view, a ‘perfect market’ is likely to
induce the most efficient allocation of production:in -a ‘Ricardian’
fashion, based on the comparative advantage of each country in one or
some productions. On the other hand, from 2 dynamic point of view,
market imperfection - and thus some static inefficiencies —is one of the
factors which allows growth and technological caiching-up by countries
which are not on the technological frontier,*® Incidentally, this is also
the reason why historically technological winners have always cried out
in favour of unconditional laissez-faire and the elimiination of all
obstacles to trade. Extrapolating from present trends, it is very easy to
forecast that in, say, ten years time, one of the items of revealed
comparative advantage, in US trade towards Japan, will be economics
textbooks on general equilibrium and factor proportions in the theory of
trade. ' _ _

" Both the two considered convergence factors (differential wage rates
and ‘specificity’ of the markets) are country—specific variables, and tend
to favour late-coming countries and the corresponding companies
despite their relative technological backwardness.

Muitinational investment is precisely the atternpt to dissociate these
country—specific advantages from the corresponding domestic com-
panies and exploit them on the part of some companies which enjoy
company—specific (Jato sensu technological) advantages.

Let us follow this interpretation of Dunning's seminal model and
s{udy the interplay between (a) technology-based inter-firm and inter-
national asymmetries, {b) different national wage rates, and (c) the
‘specificity’ of each market which, in terms of demand, makes imports to
be only an imperfect substitute for domestic production.
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Fechnology, Markets and Wages: The Determinants of Direct .
Foreign Investment

The existence of inter-firm technological asymmetries (which Dunning
(1977) calls .ownership—specific and internalisation—specific - advan-
tages) represents:the necessary condition for international investment to
emerge. These asymmetries are the same ones which lead to
oligopolistic positions, ~market pre-emption by the technological
leaders, etc. in a closed economy. context. They are not sufficient,
however, to explain direct foreign investment, In other words; given
these inter-firm and international asymmetries one could easily imagine
all foreign markets serviced via exports, : :

The model of choice between exports and investments that we arc
going to present follows similar attempts by S. Hirsch (1976) and
Buckley and Casson (1981), but will focus on partly different variables
and functional relationships.®! . _

Let us consider a technologically. leading firm which belongs to
country 4 and manufactures a new product that can either be exported
to market B or manufactured in B. To repeat, the company faces this
choice because of its technological advantage. Direct investment,
however, does not automatically follow. from the latter.

Our model will focus on three factors affecting the choice (and, as we
shall see, the possible mix) of exports and direct investrnent, namely:

1. Unit labour costs. For a given capital-embodied techpigue of
production, unit labour costs differ in relation to international
differentials in wage rates and, quite often, also to non-transferable
learning-by-doing, expertise disembodied from capital equipment,
etc. :

2. The relationship between local investment and market shares. Wecan
name this as the ‘proximity-to-the-market’ effect on market shares.
This factor is implied in our discussion above on th&“specificity’ of
each market and the imperfect substitutability between imports and
local production. Moreover, a crucial parameter entering the
evaluation of the importance of foreign market shares is clearly their
absolute size and their rates of growth, '

3. ‘External’ economies and diseconomies which characterise the econ-
omic and technological environments 4 and B, {These economies and
diseconomies often relate to technological relationships with sup-
phiers, available skills, training costs, eic.)

What follows is an illustration of the interplay between these
factors.®? The model is based on the following hypotheses: '
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.1. There are fixed and given coefficients of production in 4 and B: [, and

lg, k .= k,are the respective unit labour and capital_coefﬁci_:ms {in
physical terms), The technique employed in 4 and B is the same, but
labour productivity differs due to non-transferable learr_:mg—by—
doing, etc. (Thus; 1> 1}

2. There is a minimum threshold below which direct investment will not
be undertaken (let us call that threshold K ). It is.clearly related to the
size of the foreign market M and to the share of the considered
company in it (s).

3. There are additional costs in investing in B related, say, to locational
diseconomies {we assume that they are represented by a fixed cost, C,
so that their impact upon unit costs is an inverse proportion of the
production capacity built abroad). :

4. Future market shares are positively associated with the size of direct
investment K. Suppose, for example, that if K = 0, the market share
will progressively tend to zero, through a certain pcr.iod_ T, whose
length is jointly determined by (a) the degree of appropriability of the
-inpnovation which the new product embodies, (b) the imitation lag of
B-firms, and, {c) the ‘specificity’ of market B which can shelter the
imitative efforts of B-companies and give them an advantage on the
local market. For the sake of simplicity, we assume here that
the imitation lag time for B-companies has already elapsed, so that
the latter may begin their appearance on the local market, The jevels
of market shares after the period Tare a function of the present direct
investment and will be stable thereafter.

5. Countries A and B have different wage rates (W, > W,) but equal cost
of capital (i.e. of ‘machines”), P,. We assume ap exchange rate equal to
one and an identical international price of the considered commodity.

From a static point of view the criterion of investment is quite straight-
forward and involves only the comparison of the rates of profits related
to the two different locations (r, and rp):

wl,+p k{i+r)=p 28
C

wH{Bvi-(pk.k-i»f)(i%«rB)mp 29
B

where X pis the output from the investment located in country Band pis
the unit price of the commodity, :
One may distinguish between two cases:
?‘A > TB

!’B>I’A
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K = capital investment

Figure 4.2 Foreign investment and foreign market shares: an illustration

for some X, < M,/p
where M ; is the total size of market B in value terms.

Whenever the rate of profitin Bis higher than in 4 for some acceptable
Xp. no trade-off between static profitability and long-run market shares
will emerge. If anything, the question will concern how big a share of the
A market will be served from the B-location, without Josing market
shares in 4 to other possible A-based competitors. This case illustrates a
clear diffusive effect of differential wage rates despite locational dis-
economies and lower productivity in the country lagging behind,

The case whereby 7, > r for every acceptable X, is more complex. A
static criterion based on the simple comparison of profit rates would
suggest a location in 4. On the other hand, this choice would lead 1o a
market share for the considered firm in market B which will progress-
tvely shrink,

For simplicity, we assume that at the beginning B-market is entirely
supplied by the considered firm, 5o that its market share, s, = 1. Assume
that market shares will take some time to adjust to the investment
decisions taken at ¢ = 0. The total imitation time for B-firms, which
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depends, among other things, on their relative technelogical backward-
ness, is equal to T. Figure 4.2 provides an illustration of the possible’
relationship between foreign investment and ‘final’ market shares in B.
The “final’ market share (s,) of the 4A-firm is a function of the direct
investment undertaken at time zero.? -

sy=f(K) 30

The time path of market shares between 0 and ¥ can be illustrated, for
example, by a steady percentage change as a function of the initial
investment '

Asfs =Xy in the interval [0, 7] 31
=.F(Kg) .
which yields to
5,(Kjg) = syet? . 32

where 4 = F (K ), with F(Kp)=>0 F'(Ky)<0

The interesting case concerns the possibility of direct investment
which does not stem from ‘static’ profitability criteria. Firms ‘thinking
ahead’ might stili choose to undertake it, even if the present rate of profit
(and for that matter, the present total profits) are lower with foreign
manufacturing facilities than without them. If 2 firm is ‘growth-
maximising’ the choice is rather obvious: an investment will be
underiaken under the constraints that (a) the overall rate of profit for the
firm** must be above a certain minimum, and, possibly, (b} the amount of
productive capacity in B must not be in excess of the corresponding
market share in market Bat time 7. Suppose that the resulting investment
is K and the corresponding ‘final’ market share, ', in Figure 4.2.

In actual fact, firms are likely to present less straightforward rules of
investments, which, in the literature, sometimes go under the hieading of
‘long-run profit maximisation’. As we have already discussed, the
definition is somewhat vague because we know neither how Jong the
long-run is nor what will be the time profile of variable costs and
prices.®® All this notwithstanding, an exercise of long-run profit
maximisation appears to be useful in order to highlight the parameters
involved in the choice regarding the forms of foreign involvement. The
calculation of the present value of future gross profits under different
possible amounts of foreign investments (PV),>¢ and its comparison
with the present value of future profits under the ‘export-only’ scenario
(FV ). leads to the determination of some ‘optimal’ amount of foreign
investment.?’
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Whenever PV, > PV,
for some H, < M, )
{where ‘H is the productive capacity, in physical terms, associated

with a certain amount of investment and M, is the size of the hosi :

market, again in physical terms), then:
max (P¥V) 33

jointly with
1= F(K)
H=8(K)

will determine the “optimal’ value of K.

We are particularly interested in the variations of foreign investments
in relation to variations in the parameters. We can state the following
properties, which are quite important for our discussion:

1. One of the parameters is the time length over which revenues are
discounted (7'): the more companies are ‘far-sighted’ the more they
are likely to undertake foreign investment. Despite unfavourable
‘static’ profitability calculations, it is likely that a firm looking far
enough ahead, will choose some combination between local manu-
facturing and exports. An identical argument applies to the rate at
which the future is discounted: the lower uncertainty and risk-
adversity, the higher is the amount of investment (if any is
undertaken).

2. The amount of investment undertaken (if any) will depend nega-
tively®® on the difference in variable costs in the two countries {i.e. on
the relative balance between differential wage rates and differential
productivities).

3. The perspective growth of the foreign market; other things being
equal, has a positive effect on present investment decisions. -

4. We have already said that the responsiveness of thé inarket share to
direct investment is (a) a negative function of the relative tech.
nological ‘backwardness’ of B-firms, in the sense that if they are
lagging very far behind, market shares of the A-firm will remain
rather stable irrespective of their investment policies, thus making the
‘adjustment time’, 7, very long, and (b) a positive function of the
‘specificity’ of the B-market. The higher this specificity {ie, in
neoclassical terms, its ‘imperfection” or degree of protection), the
higher also is the incentive to invest, since otherwise market shares
will shrink relatively quickly,

This illustration, for the sake of simplicity, considered just one A-firm.
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This was done to explain the fundamental determinantsof interpational
investment which are quite independent from ‘the specific-patterns of
intra-oligopolistic rivairy between A-firms. The latter, on their hand, are
likely to explain the patiern and the timing of investment by-a group of
Ieading firms, as Knickerbocker (1973} convincingly suggests: if one.of
the leading firms does invest, the phenomenon is likely 1o trigger an
imitation effect in other A-firms, which do not want to lose the B-market
to the first foreign investor.

This simple model highlights how foreign investment, according: to
our hypotheses, is determined by the same variables which affect the
process of international technological diffusion under a capital-
immobility assumption: to use Dunning’s terminology, it matches a
company—specific asymmetry {(the technological advantage of 4-firms)
and a few country—specific asymmetries (differential wage rates and
specificity of local markets). In doing so, it represents both a vehicle of
technojogical diffusion and a mechanism of international oligopolistic
stabilisation.

At this point, the reader may wonder what is the long-run effect of" thls
new actor (the international company) upon the long-run. relative
position of the host countries and the countries of origin, in terms of
trade and international division of labour. Before suggesting few and
tentative hypotheses on the issue, however, we must consider the
implication of the existence of oligopolies with respect to trade flows.

International Trade and Investment; The Rele_ of International
Oligopolies

The analysis of the determinants of international investment provides, at
any point in time, the behavioural link —on the part of the leading
companies - between factors which exist quite independently from
multinational investment: technological lags and leads between com-
panies and countries, different productivities and wages, different
degrees of substitutability between imports and local production. In so
far as international trade remains only an effect of these factors,
international investment does not change anything in the pattern of
trade flows: only the ownership of the traded commodities obviously
changes. '
Several trade analyses, which neglect the international industrial
structure and its patterns of ownership, embody precisely this hypo-
thesis. In our view, such an assumption has stronger implications than is
often supposed. It means, for example, that a given technological
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capability of a country is-exploited to the same degree, independently of

the particular configuration of supply in terms of market structure. In
other words; one must assume that in the iniernational markets, the
‘visible hand’, in Chandler’s words, {Chandler, 1966);.of companics;
strategies and strengths performs - in terms of final results in the same
way as would the ‘invisible hand’ of free competitive =market
mechanisms.>®

There are several theoretical and empirical reasons which challenge
that assumption. Let us start by recalling some rather well-known
empirical findings: (a) other things being equal, exports appear {c be
directly related to firms’ size, for reasons which do not show a
straightforward link with technological differentials;* (b) export per-
formance (in the case of the USA) appears to be related to the nature of
oligopoties (Pagoulatos and Sorensen, 1976); (c) the abundant evidence
on intra-industry trade indirectly hints at the role of international
oligopolistic competition and market structures in shaping trade
patterns.*!

On theoretical grounds, our discussion so far appears aiso to indicate
that the history of technological and economic development of an
industry and of each individual company bears an important influence
upon the present competitive position of each company, even apart from
the present relative technological capabilities and the present costs con-
ditions. More precisely, the history of the technological development
of a company and—in general-the history of its relative competitive
success vis-d-vis other companies is also the history of market shares,
market pre-emption, geographical diffusion and possibly diversification
and differentiation of production:*? all these variables affect present
competitive performance, on both domestic and international markets,
in ways which may be independent from present relative iechnOEOgical
capabilities and presen: relative costs.*? R .

The role of industrial organisation becomes even more impdrtant
when we introduce international investment into the picture. Qur entire
discussion so far rests on the existence of powerful oligopolistic

positions between companies which are unevenly distributed across -

countries, **

International oligopolies affect —in our view — trade flows in two ways.
First, at any point in time, the oligopolistic advantages of the companies
of each country reflect, for a part, present technological and cost
advantages {or disadvantages), and as such can be directly expressed
through them, but not entirely so. The evolution of industrial structures
affects directly the patterns of competitiveness at each moment in time
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because it influences -market penetration and, late sensu, .market
power.*S In other words, we must set aside entirely the idea that
mternational markets work. through ‘auctions’ and introduce instead
patterns of international oligopolistic rivalry whereby, in determining
the:amounts sold, the strength of the seller counts as well as the nature of
the commeodity and its price. L .
Thus the patterns of international location of production affect
international competitiveness in ways that might well be different from
those which would have:occurred without international oligopolistic

- formations, but in the presence of identical distributions’ of

location--specific advantages and disadvantages. 4 country’s partici-
pation in the international oligepoly for any given industrial sector, and the
share of its production accounted for by foreign companies have to be
considered among the variables which explain that country’s patterns of
specialisation for given technological capabilities and given relative wage
rates.

This property appears also in our model of international investment:
for unchanged technological pesitions of the two countries {4 and B)
and unchanged unit costs, international investment clearly affects the
pattern of trade flows (in our case it is going to have an import—
substitution effect for country B). S

From a dynamic point of view, international investment and the
reiated international oligopolies contribute to shape the dynamics of
country-specific advantages, in so far as they affect the international
diffusion of technology and the international distribution of innovative
capabilities. o '

This is a point which must be stressed: under conditions of technical
change, company—specific and country-specific technological advantages
are dynamically inter-related. 1f technical progress is somehow cumulat-
ive, not only at company level but also at country level, the relative
advantage of one couniry vis-g-vis others does not stem from any
‘original endowment’ but from differential technological knowledge,
experience, etc. which reproduce through time, In other words, ‘compara-
tive advantages’ are a joint-production with the production of the
commodities themselves. From this, one can easily argue the possibility
of *virtuous circles’ and ‘vicious circles’ in the patterns of international
specialisation. Serial correlation in the patterns of technical change are a
powerful factor which helps to explain the relative stability of national
{technological and commercial) ‘comparative advantages’, through
rather long periods of time, often despite impressive changes in a
country’s macroeconomic ‘endowments’ and in the ‘factorial intensity’ of
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the techniques of production-of the commodities, - :

In ~order to clarify the ' dynamic - mter—reiauonshlp between
company-specific and country-specific advantages, let us consider the
example of a company that internalises some technological advantages,
which are also linked to the area of location (for example; an American
electronics company from the ‘Silicon-Valley’ or a German mechanical
engineering company in several German regions). Its technological
success allows this company to become an international oligopolist with
direct manufacturing in different parts of the world: Some activities
{typically R & Dyand some manufacturing (gencrally the most advanced
and/or the most complex products) are, hiowever; kept in the place of
origin of the company, due to location-related advantages (easiness of
informaton flows, technological interdependences with other companies
located there, etc.).*® Suppose also that many companies behave in the
same way. In doing so, however, they reproduce through time and increase
the location—specific technological advantages of the country of origin. The
dynamic balance, between these cumulative factors (which tend to
reproduce companies’ oligopelistic advantages also in the form of
countries’ oligopolistic advantages) and the “diffusionist’ factors will
ciearly depend on the nature of the technologies themselves, on their
cumulativeness and on the rate of technical progress.

In a synthesis, we could summarise our hypotheses in the following
manner:

(a) The process of innovation and of private appropriation of tech-
nological advantages lead to inter-company and inter-country asym-
metries and must -be considered, other things being equal, a
dwergence—mducmg process both in terms of paiterns of specialisation
and of incomes *

(b) International technological diffusion, on the contrary, rcprcsénts a
convergence mechanism, which tends to close inter-country gaps in
patterns of specialisation, productivity and incomes.

(c} International differential in variable costs, and among them primar-
ily wage costs {and in some circumstances the cost of energy), represent
powerful driving forces to international diffusion, both in terms of
autonomous imitation by firms in ‘late-coming’ countries and through
foreign investment by international firms which retain some oligopolis-
tic advantage vis-G-vis their local counterparts. With respect to the
process of foreign investment, another relatively general mechanism of
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‘diffusion-inducement may be the positive relationship between-lacal |

manufacturing and local market penetration,

(d) The. question of the strength of the “diffusive impuise’ stemming’
from multinational investment is relatively complex. It is certainly true
that there always exists some diffusion effect.*® On the other hand, if the
*virtuous’ dynamic circularities between company—specific and country—
specific advantages are essentially enjoyed by the home country {the
country of origin of the company) a long-run asymmeéiry between
countries is likely to remain, especially as far as technology-related
advantages are concerned. We may, in other words, suggest the
hypothesis that multinational investment by a domestic ' company,
belonging to a certain technologically leading country is, from the point
of view of such a country, a way of trading-off high but temporary trade
advantages against lower ~ but more stable through umc ~ advantages,

both in terms of trade and technological leadership.*®

{e) One could notionally define for each country 4 certain functional
relations between relative technological levels, relative unit costsand the
competitive position of that country. Moreover, as we have been
arguing throughout this section, since industrial structures are nof
neutral vis-g-vis international competitiveness, such a relation is likely to
be modified by the nature and characteristics of domestic structure of
supply{(e.g. is it characterised by few big companies or many small ones?
Is it made by foreign multinational or domestic firms? Are nationa!l firms
multinational? etc.).

The Methodology of Trade Tests: A Re-appraisal

in another study (Dost, 1981c) we analyse at length the implications of
the entire argument in terms of testing methodologies. Let us briefly
recall some of the conclusions. In addition to international sectors’
studies (inclusive of the historical reconstruction of the paths of
development of an industry in terms of technology, market structures,
international patterns of innovation and imitations, etc.) we suggest the
complementary use of evolutionary models (& la Nelson-Winter) on an
international scale, and cross-country tests on the determinants of
relative trade performance at industry level. The former procedure
should come as no surprise. Evolutionary models —it was argued in
Chapter 3 —represent the ‘microfoundation’ of the dynamics of tech-
nical change, inter-firm asymmetries, ete. If this is true, there should be

~ no doubt that the same applies to each individual open economy and to
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the world economy as a whole. An interesting property of this kind of °
strongly behavioural models is that trade flows are determined as a

‘residual’, after firms have made their decisions in terms of prices and

investments and after aliowing for the adjustments in market shares. I,
other’ w’o_rds, trade flows are determined simply by the difference .
between each company’s market shares and the percentage of the latter -

supplied through local production. Trade flows would almost certainly
be ‘two-way’, as a result of international oligopolistic_competition.
‘Comparative advantage’ would be the indirect outcome of (a) tech-
nological asymmetries among firms, (b) international differences in
wage rates, (c) exchange rates, in so far as all three affect companies’

market shares and companies’ locationis of production.

Conversely, one may directly test —within the same seé{or, on

international le_v'ei—the role of technology, labour costs and some
‘sttucture of supply’ variables in -shaping international competi-
tiveness. The set of functional relations and ‘interactions of an inter-
national evolutionary model (in .the spirit of the Nelson—Winter
approach)*® represents the microfoundation of a competitive dynamics
which —in non-planned economies ~have private firms as the main
mnstitutional agent. On the other hand, the possibility of building
a theory of international trade relies on the existence of regularities
in the behaviours of these institutional agents, in relation to given
structural conditions (e.g. the technological capabilities of each
company or the wage rates of each country). Thus, the micro-
biology’ of international competitiveness must be coupled with a
‘synthetic’ model, capable of capturing the overall results of the processes
of innovation, imitation, oligopolistic ‘rivalry, concentration, inter-
national investment, etc. whose history is analysed by a ‘microscopic’
evoiutionary model. The reader can easily recognise the same theor-
etical duality, discussed in a closed economy context (pp. 107-10)
between evolutionary models and what we calied ‘weak structural
theories’,

Why there should be inter-country tests for each sector and not inter-
sector tests for each country should be clear from the analysis of
technology, degrees of appropriability of innovation, and oligopoly: all
these variables are industry-specific, in addition to being country-
specific,*

We suggest statistical tests of the form

Xi = f(TisCiaoi) 36

where, in extreme synthesis, 7, = some proxy of each country’s tech-
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nological levels in a .given sector; C, = relative unit: labour:costs at
current exchange rates, and 0, = some industrial organisation proxy for
each country in the sector in question (we could term this variable as the
degree of participation of each country to the internationat oligopoly®2),
while X, is some indicator of international competitiveness in ‘sector i.

The meaning of the model should by now be clear: international
technological asymmetries, which are sector—specific in addition-to
being country—specific, define the boundaries of cost-based adjustments
in international competitiveness stemming from different levels of wages
{expressed in international currency). Moreover, the nature of the
implied trade-offs is affected by the history of national industrial
structures and their behavioural patterns. Putting it in a different way,
the model highlights the refationship between absolute advantagesdis-
advantages (technology-wise and organisation-wise) and cost factors in
imernational trade. ' ' o ' o

Repeating the test on different industrial sectors (given différent
degrees ‘of technological opportunity, appropriability, - international
concentration, etc. between sectors) we would a priori expect a different
relative importance of the 7, C, O variables. In some sectors, one would
expect an overwhelming importance of 7 (in high technology sectors);
in some, all three variables might be at work (this is our expectation for

- example for the automotive sector); finally, in others, costs are likely to be

crucial. Only after this kind of testing is repeated throughout all the
industrial sectors, can one start discussing the patterns of specialisation _
of each country in relation to the sectoral characteristics defined through
the tests themselves, ' '

In passing, note that if one is able to find the correct specification for
the oligopoly variable {Or variables), some indirect conclusions can be
drawn on the export—complementarity vs export-substitution effect of
foreign investment, in so far as one finds a significant positive or negative
effect of a foreign investment variable upon trade performance.

A final remark: this suggested procedure may help to solve the long-
debated question of ‘which are the technology-intensive sectors’. The
answer can be: those where the technology variable is crucial in
determining international competitiveness. Thus, we would not need an
a priori (and in many ways arbitrary) choice but the selection wouid
emerge from the tests themselves through the comparison of the
coefficients on the technology variable from tests on different sectors. In
practice, this is all too good to be true, since we only have very imperfect
measures of the suggested variables. However, this procedure may lead a
bit further in the.correct direction.
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Do Changes in Intemat:onal Spectahsnnon follow a Product-Cyele"

It is of interest to compare the hypotheses and pred:cnons of our
interpretative: framework with product-cyc!e models of mternattonal
specialisation,

One has -certainly noticed that the underlymg phl]osophies of the
models are somewhat similar. Let us hlghhght the differences and the
points whereby the interpretation above-in our view - mamtams a
higher level of generahty

{a). Thc entire dlSCBSSlOXl from Chapter 2 rules outa sampie explanatmn
of each country’s relative technological capabilities in terms of market
inducement for a given strucfure of demand (the latter being related with
per-capita income) as the product—cycle theory suggests.*® The model of
technological paradigms and trajectories implies that the emergence and
development of a defined .pattern of technical change maintains
significant degrees of freedom vis-G-vis market conditions. Certainly,
technological capabilities and per capita incomes are bi- -univocally
related to each other, but it may well be that the dominant causal
relationship runs, at least in the short run, from technology to income
{and thus to demand structure) and not vice versa.

This hypothesis is reinforced by the non-independence between
supply and demand of each commodity and particularly of innovative
commodities. The diffusion in demand of an innovation is interlinked
with the diffusion in production, so that, for example, it may well be that
it is a shortening imitation lag in production (for any 1aggard country B)
which determines a shortening lag in demand and not vice versa. This
property is a corollary of the existence of powerful untraded tech-
nological interdependences between producers and users of innovations
(in the case of capital and intermediate goods) and slow-changing
patterns of consumption {in the case of final goods), mﬂuenced by
corporate policies.

(b) As Walker (1979) convincingly shows there are several empirical
cases whereby industries and individual products do not ‘flow down’ to
‘second-coming’, ‘third-coming’ countries, etc. as product—cycle theories
would predict. We believe the model above is capable of accounting also
for these cases. More precisely, in our interpretation, the patterns of
international diffusion of innovations depend on the relative balance
between the rate of technical change ( jointly with its degree of
appropriability at country-level in the form of ‘externalities’, learning-
by-doing, non-transferable knowledge, etc.), in the ‘leading’ country, and
technological imitation (jointly with the dynamics of relative wage
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. rates); in:the following’.country: It is perfectly possible fora country to

keep a technological advantage fora long time, without any ‘cyclé’ at.all.
Osne canthink of a rather obvious example like Swiss watches (beforethe
microelectronics . -revolution) - or. German. - machine-tools, - where
country—specific technological advantages which reproduce through
time, such-as-expertise, skills, learning-by-doing, etc., kept the ‘compara-
tive advantage’™in the original Jeading country, In other cases, as we shall
see below.in the case of semiconductors, a-very high rate of technical
progress prevents preducts from flowing down along the product-cycle,
because they.are guickly substituted by new: ones.

(] Pmduct—cycie thoorxos embody an overall vision, according to which
everyone has a place in the international division of labour according to
some kind of ‘pecking order’, broadly linked with thé degree of
development of each country (approximated by per capita iicomes), Qur
analysis suggests that it might not be necessarily so. This can be seen
recons:denng equation 36 and rewriting it with fespect to nme

Xije = (T Cijiy Oy . _ . 37

where the suffices { denote the sector, j the country, and ¢ time. To repeat,
X is some indicator of export performance and T, C, O are relative
measures of technological capabilities, unit iabour costs and degrees of
participation to ihe mtemauonal ol:gopoiy 54 respectively, all with
regard to sector 1.

In terms of changes over time:

AXU":F(ATU,&CU, AO;) : 38_
Corresponding product—cycle expressions could be: '
Xiu = g(t, GDP/N) 39
and _ .
AX; = G, A(GDP/N), (GDP/N)). 40

In a product-cycle approach, each country’s competitiveness in a
given sector is a function of the ‘newness’ of the considered products®*
measured by time (say, the time from its initial introduction) ip relation
to per capita incomes (GDP/N). In terms of variations, a country’s
international relative competitiveness changes as a function of time in
relation to both the levels and the changes in per capita GDP.**

In our model (cf. equation 38) we cannot make clear predictions on
the signs of all the variables, with respect to time. 7 is a tech-
nology-specific variable, in addition to being country-specific: it de-
pends on the rates of technical progress, on the degrees of transferability
of technologies and on the rate of imitation of each country. C is
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composed -of a variable (labour productivity) which is - quite “strictly
related to the technology variable {as far as production processes are
concerned), and another -variable ‘{wage rates) which s essentially
determined on macroeconomic level within each country, g

Finally, we would actually expect O to be somewhat related to bothi the
history of one country’s competitiveness in sector iyand its Jevels of per
capita income.®” - - .. - R

We can see also the conditions under which equations 39 and 40 are
roughly equivalent to equations 37 and 38, respectively.

Let us neglect variable O and concentrate on Tand C. Suppose that the
rate of imitation in ‘intermediate countries” is relatively faster than the
rate of innovation in “advanced’ countries, and that unit labour cost dif-
ferentials for these countries are relatively greater than the “technol-
ogy gap’ that these countries experience, Under these circumstances, for
descriptive purposes our equations and product-cycle equations become
roughly equivalent: the dominant trend is towards technological diffu-
sion and this roughly respects the order of the relative degrees of
development. The reader can recognise that these hypothetical circum-
stances are not very far from ‘the prevailing conditions of post-war
OECD countries, to which product-cycle theories were originally
applied. A backlog of innovations from the USA - pot yet adopted in
Europe and Japan-low wage rates (relative to the USA) and/or
relatively advanced technological infrastructures in the same countries,
jointly determined an environment which on average fulfilled
product—cycle predictions. Even in these cases, the latter model provides
more a taxonomy than a theory of the changes in international
specialisation. Even when, on average, ‘product—cycle conditions’ apply,
this need not be true for every individual sector or product: different
notional possibilities can be conceived for individual products such as a
long-lasting competitive leadership of one country or, conversely, a
change in specialisation which ‘fumps over’ one or alk-Yintermediate’
countries, etc. It-can easily be séen that the conditions which fulfil
product—cycle predictions are one particular case of a wider set of
possibilitics allowed by -the modek: the dynamics of international
specialisation depends on (a) the patterns and characteristics of technical
change, specific to each industry, (b) the effect of technical change upon
international asymmetries between firms and the way the history of the
competitive dynamics affected the international structure of supply,
{c¢) the macroeconomic evolution of wages,*®-and exchange rates.

A final observation may be required with respect to the implications of
foreign investment for the model. The interpretative framework applies
also when foreign-owned companies control, to various degrees, produc-
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tion and exports in the international arena: their impact is in fact
captured by all the three variables 7, C, 0. In so far as foreign investment
affects international transfer of technology this will show in Tand in the
denominator of C {i.e. labour productivity). As far as in-going and out-
going foreign investment affect import and export propensities this is
captured by the variable O.

The reader should be aware of the fact that the prime aim of the model
1s to provide a conceptualisation of some fundamental relations: testing
and measurement problems remain formidable 5 )

What follows here is the interpretation of trade and investment flows
in semiconductors, assessing the consistency between the empirical
evidence and the proposed theoretical framework.

43 THE DEVELOPMENT OF A WORLD SEMICONDUCTOR
INDUSTRY

Technology, Trade Balances, and the Dynamics of Industrial
Structures for the Major Western Producers

Figures 4.3 to 4.8 provide an overview of the trends in exports, impoyts,
production and consumption by the major six semiconductor producing
countries.

As one would expect, the only country with continuous trade
surpluses is the United States. The UK, Germany ar}d Italy shqw
continuous negative balances, while France, after significant deficits
throughout the 1950s and early 1960s, reaches a more or less balanced
foreign account in the 1970s (due to a surplus in discrete compnnent§).
The Japanese trade balance presents two big cycles: a positive balance is
reached in the late 1950s and its size increases until the turn of the decade;
then the inversion of the trend yields to a ‘negative cycle’ which lasts from
1962 to 1976; a surplus appears again thereafter,

European trade balances (for each individual country and Europe asa
whole} do not show any marked cyclicity. A rather stable negative
balance®? in the fifties and early sixties is consistent with the imitative
pattern followed —broadly speaking —by the Emfope_an industry
throughout that period. The emergence of integrated circuit techng%ogy
and a particularly high lag in the European response help to explain the
increasing European deficit from the mid-1960s to the early 197'.(35.
Imports into Europe are almost entirely US-controlled. Increasmg
penetration by American companies into the European markegs is
followed (and, partly, accompanied) by a wave of direct American
investment in Europe around the turn of the decade.
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Ficure 4.3 Semiconductor production, exports and imports, USA

Figure 44 Semiconductor production, exports and imports, Germany

Source  Up to 1968 Titton (1971). From 1968 own estimates based as follows:
for trade data: Eurostat dnalytical Tables of Foreign Trade; for
production data from 1968 to 1973: estimates based on data from
-Bundesministerium fiir Forschung und Technologie; for production
data from 1972 to 1978: Mackiniosh Censultants.

Source  Up te 1968: Tilton {1971). From 1969: own estimates based on US
Department of Commerce, US General Imports and US Exports, plus
sources listed in Table 4.7,




252 Technical Change and Industrial Transformation

20000

10000

6000
4000

2000

1000

600 o
400 el

200 f— . [ o

100 o P AN

1.0
06}
0.4
g2
s TR B LA O I T Y T O S S O A B R A O NI
1952 1956 1960 1964 1968 1972 1976 1980
note  The difference between ‘production plus imports” and imports’

represents domestic production, and the difference between ‘produc-
tion plus imports’ and ‘exports’ shows apparent domestic consump-

tion. _

KEY  -———-w——— production + imports :
————————— exports
........... imports

Yo

Figure 4.5  Semiconductor production, exports and imports, UK

Source  Upto 1968: Tilton (1971). From 1968: own estimates for trade based on
UK national trade statistics, company estimates, and Eurostat
Analytical Tables of F oreign Trade; own estimates for production based
on company data and Mackintosh Consultants,

In an attempt to identify significant phases of the history of the
European semiconductor industry, we can define a first phase from the
origin of the industry until the mid-1960s characterised by rather stable
(or slightly decreasing) technological lags and clearly defined national
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Fioure 4.6  Semicorductor production, exports and imports, France

Source  Upto 1968: Tilton (1 971). From 1968: own estimates for trade based on
Eurostat Analytical Tables of Foreign Trade, for production; own
estimates based on data from Ministére de Ilndustrie and
Mackintosh Consultants.

markets: In this phase, innovative products are first imported and, later,
manufactured locally by domestic companies which are able to exploit
relatively lower domestic wages and the mentioned ‘proximity-to-the-
market’ effect. Starting from around the mid-1960s, a more aggressive
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Figure 4.7 Semiconductor production, exports and imports, Italy

Source  Own estimates for trade based on Eurostat AnalyticalTables of Foreign
Trade; for production data: Ministero del'Industria and Mackintosh
Consultants. . .

strategy by American companies.begins. Innovative companies (which
are all American) tend to pre-empt European markets, exploiting their
technological advantage and the high rate of substitution between new
and old products.®! Furthermore, direct investment {at Iea'st partly)
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Figure 4.8 Semiconductor production, exports and imports, Japan

Source Up to 1968: Tilton {1971). From 1968: own estimates based on data
from MITI and Nomura Research Institute.

eliminates the differential advantages of domestic companies (lower
wages and the implicit protection provided by their closeness to local
markets}). We could call this second phase the unification of world markets.
A few far-reaching consequences of this process need to be mentioned.
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First, it helped partly to break the relationship between fags in
production and lags in demand, which is one of the factors that aliows
industries and companies lagging behind to survive by exploiting a lower
stage in the ‘product-cycle’. This simply means that {American) com-
panies, placed on the technological frontier, pre-empt the market of the
most advanced devices which the indigenous companies cannot produce
yet and, in doing so, make it more difficult for national companies to
Imitate at a later stage. Incidentally, it is noticeable that this phenom-
enon, although damaging to the local semiconductor industry, can be
beneficial to the end-user industries, whose delay in the adoption of the
most advanced components is likely to decrease. The evidence suggests,
hewever, that this effect has been strong -¢nough to jeopardise the sur-
vival of national semiconductor manufacturers, but not enough to elimin-
ate the diffusion lag in consumption of the most advanced products,

Second, in this phase, the patterns of oligopolistic competition tend to

change. In the first phase, when rather well-defined national markets
exist, price discrimination in each market and significantly different
international prices are more likely. Suppose, on the contrary, that
several companies from the country ‘on the frontier’ invest in foreign
markets, in order to acquire a higher market share, These companies will
tend also to ‘export’ the patterns of competition experienced at home, In
particular, according to our hypothesis, prices are set as a function of
relative cost conditions and technological lag/leads (vis-é-vis both other
competing companies and potential entrants). The higher the inter-
nationalisation of companies from the leading country, the more
homogeneous are also the competitive conditions throughout the world.
Prices will thus tend to equal those in the leading country. {The
hypothesis rigorously applied 1o the set of developed countries: collusive
price discrimination may still occur in developing countries, for reasons
that it is not possible to discuss here.}*? This is, in our view, what
happened in the semiconductor industry between the, late 19605 and
carly 1970s, Unfortunately. the appropriate series of data 1o test this
hypothesis on rigorous grounds is not available. A reliable series of
prices in Europe, at a sufficient level of disaggregation, did not (and does
not) exist. The evidence from several interviews are, however, consistent
with our suggestion.

A unified world market implies, as mentioned, a (relatively} unique
price. When the latter was brutally introduced by American companies
(and primarily Texas Instruments) in the middle of a slump in de-
mand, during the so-called price war of 1970~1, afl the European pro-
ducers were forced out of the mass standard market, with only five
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Innovation and Export Performance
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caution in the interpretation of the results.
Let us define the following symbols:
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Xs = percentage share of semiconductor exports of a country in total
-exports of the considered countries (1977-8).
Ps = percentage share of cumulated semiconductor patents in the

UBA (1963-78) by 2 country on the total cumulated patents of
the considered countries.

Xn = 1977-8 semiconductor exports by a country divided by that
courntry’s population {as a very crude proxy for the size of that
country).

Pn = cumulated patents divided by a country’s popuiat;on

Regression estimates yield:
Xs = 479+062Ps R*=075 41

(2.66) (0.14)**
Xn = 130+0.18Pn R®=063 42
(1.27) +(0.06)*

(standarci error in parenthesis)
The coeflicients on the independent variables are significant at | per cent
(**) 5 per cent (*) levels.

The hypothesis of a strong influence of technological innovation upon
export capability is also supported by significant microeconomic
evidence we collected through interviews: the major single factor in
determining the export potential of a firm appears 10 be the tech-
nological level in each group of semiconductor products. This applies to
both a product effect (technological levels, quality, réliability of the
products themselves) and a process effect (being early innovators affects
costs through learning curves; moreover, costs depend also on process
innovations). :

It is noticeable that econometric estunates conducted on ‘specialis-
ation’ indices and on net trade balances, while still using the number of
patents as independent variable, yield much poorer results.5®

These results need not be in‘conflict with our proposed interpretation.
On the contrary, the levels of imports (which determine, together with
exports, the specialisation index and net external balances) are certainly
affected by one country’s technological levels, but also by the varying
degree of import substitution induced by foreign direct investment, by
the relative size of foreign investment itself, and by pub!lc policies
related to the protection of the internal market.

Moreover, foreign investment, as we saw above, is often de-
termined by factors which do not have any direct relationship with
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“hest: countries’ relative sechnological evels (although-they affect:the

Iatter, in relation to the: varying degrees of technology transfer that
occurs through MNCs). Multinational i investment may thus be expected
to “disrupt’ the stability of the relatlonshxp between relative national
technological levels as measured by patents®” and trade performance.
Were we able to test the fullmodel proposed above'and introduce labour
costs and ‘industrial organisation’ as additional explanatory vanables
we would capiure also the entire effect of international oligopolies upon
trade performance. Unfortupately, data on labour productivity: {in
terms of value added) is not available, and neither are consment ﬁgures
on international investment ﬂows ;

Foreign Investment and Host Industries

We have already suggested above that foreign direct investment,
generally from companies belonging to a technologically leading
country—in our case the USA — accelerated the international diffusion in
consumption of the most advanced products, while at the same time
jeopardising the survival of the national industry in most European
countries. Tables 4.11 to 4.13 provide some estimates of American direct
investment abroad, by location and by date of establishment. 1t is
worth comparing these figures with those from Tables 4.1 to 4.4
showing import from the USA, American controlled imports, specialis-
ation indices of the major European countries and net balances in
percentage to domestic markets, respectively. The big wave of American
direct investment around the turn of the decade between sixties and the
seventies appears to yield -a short-run import substitution effect {see
Tabie 4.1). In the meantime, market shares of American companies in
Europe increased (see also Table 3.19 in Chapter 3) due to a ‘crowding-
out’ effect against domestic European companies. Direct investment,
however, appears to retain a long-run complementarity with imports. The
issue is rather controversial. The only study dealing at length with it-in
relation to semiconductors is Finan (1975) who suggests, despite many
qualifications, a long-run declining trend in total US-controlled import
penetration {direct plus indirect imports in other industrialised coun-
tries), allowing only complementarity between imports and local produc-
tion in a weaker sense (imports might have declined faster without local
manufacturing). In our view, what Finan observed was for a good part
the short-run import substituting impact of foreign manufacturing
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Tasue 4.1 US direct exporr share of major foreign maerket consumption total
- ... gemiconductors — 196778 - percentages' .

Japan UK Germany  Framcé Italy EEC@

‘a b a b a b a b ;] b
1967 . - -20 21 16
1968 10 . 23 32 19
1969 13 24 © 30 26
1970 19 ’ 18 C28 24
1971 15 11 A 18
1972 6. 14 18 24 29 38 20
1973 9 20 43 2%
1974 i0 24 20 41 33 27
1975 1 27 25 - 38 36 29
1976 11 27 22 36 33 28
1977 9 23 ig 28 36 24

1978 $ 25 19 23 42 26

Nore - . '
! US Exports excludes those assembled in LDCs and re-exported to other
developed countries.

Sources {a) Finan (1975)(b) Ourelaborations on NIMEXE, MITI, Nomura
Research, US Department  of Commerce and - Mackintosh
Consultants data. Our series differs partly from Finan’s, due also to
the inclusion of ‘parts’, *hybrid circuits’, ‘opto-electronic devices’,

around the beginning of the 1970s. Morcover, his figures on the decline
of US penetration are somehow biased by the inclusion of Japan {whose
story is rather different from Europe, as we shall see) and the exclusion of
several medium-size industrialised countries. .

To support a long-run complementarity hypothesis in addition to some
qualitative evidence collected by Finan himself (through his interviews),
one can observe that, on the European average, net fi oreign balances show
rather stable values or sometimes a worsening trend (see Table 4.4,
remembering that the EEC trend before 1974 can be roughly inferred
from a weighted average of German, French and British data, which are
the only ones available). Direct imports from the US show a decline
in the 1970s, in France and to a smaller extent in Germany (Table 4.1;
note that the absolute levels of gur estimates are different from Finan’s
due to different definitions of the industry and different sources,*® but
this should not introduce any bias in the trends). On the other hand,
American-controiled imports from countries other than the US increase
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Tasie 4.2 Trends in production, exports, imports, consumption in major
industrial countries, 1968-78. { Annual compound rates of growth, at current
prices, USS). Total semiconductors

Domestic Domestic

production Exports Imporrs marker
us 16.12 25.2 3491 16.3
Japan 20.8b 35.5 302 19.5¢
Germany 18.1¢ 315 3z6 215
France 14.5¢ 29.4 246 13.54
UK 16.3 30.0 25.8 18.3
haly 14.0¢ 209 273 17.3¢

NoTss
2 For 1977-8: estimates based on US Dept. of Commerce, Economic Outlook

1980,
b 19728,
¢ Production for the period 1968--72: estimates based on BMFT data.
4 196978,
° 19728,
I Imports unadjusted to account for US content of devices assembled abroad
and reimported.
Sources US Annual Survey of Manufactures; US Exports, Commodity by
Country; US Imports for Consumption, Commodity by Country;
Nomura Research; MITI; Mackintosh Consultants; NIMEXE; un-
published companies’ reports on UK semiconductors.

very fast (especially from Far-Eastern LIDCs).

If our interpretation is correct, the fong-run effect of foreign (essen-
tially US) direct investment upon net imports has been relatively low,
while at the same time having strong negative influences on the market
shares of domestic companies. Moreover, recent data on American
controlled imports of ICs— generally speaking the most advanced cluster
of semiconductor products—shows a very high import penetration into
Evropean markets (Table 4.7).

As far as net export propensities of foreign subsidiaries are concerned,
the available evidence would suggest that it is indeed rather low (see
Table 4.9 on integrated circuits). In the case of Texas Instruments, for
example, estimates suggest that European production represents around
70--80 per cent of European sales. Texas Instruments has one of the most
developed manufacturing networks in Europe. 4 fortiori, similar
considerations should apply to other American companies established in
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0 7i 7z 73 74 75 76 77 78

659

Total Semiconductors

- (.20
+0.03
—3.29
(.38 .
~§.39
017
—{0.87
—0.30

—-0.24
+0.04
-0.33
-0.32
-0.35
—0.22
—0.9¢
-{.34

~0.19
- Q.01
-0.35
-0.34
—0.48
+0.20
-0.94
-0.36

~0.}4
~0.04
— .30
-(.33
—.48
+0.14
- .94
-0.32

-0.17
+0.02
-0.37
-~0.30
~(.55
+0.06
- {19
-0.35

-0.22
+0.02
~0.47
-0.16
- (.44

+0.14
—0.35

-Q.16
—0.04
- 0.42
-~ 0.09
-~ 0,51

+90.21
—0.26

- (.16
+0.02
—0.45
—0,03
-0.80
-0.34

-0,24
+0.00
—0.35
—{.18
-~0.86
-0.38

-0.25
- §.08
-0.27
~0.14
-0.81
—0.34

-~{.16
—~0.16
~0.43
~¢.14
- 0.76
—-0.25

Germany
France

UK

{taly

Belgium
Netherlands
Denmark
Total EEC (6)
Total EEC (9)
Integrated Cireuits
Germany
France

—0.57
~0.30

~{.39 -8.31
—-0.51

—0.33

~(.28
-0.52

—0.36
{(~0.12) (~017) (~0.24}

-10.20
--0.38
—0.32

~0.36
~0.50
~0.36

(—0.26) (—0.36) (-034)

—0.40
—0.48
—0.38 —0.39 -0.36 -0.38

~0.41

-10.54

UK ()
(Italy) (c)
Belgium

~0.29
~-0.38
~0.84
-0.49

—0.23
—0.46
~0.86
—0.53

~0.52
~0.06
~0.93
~0.50

~0.74
013
~0.96
~0.45

~.57
-0.27
-0.96

-~ 8.64

—-0.64
-~ 0.08
~0.96

Nethertands
Penmark
Total EEC (9)
NoTES

-

gen the i
g procedure and
fined as (X~ M)/{X + M),

—74: estimates based on various

¢ Sce note (6) in Table 4.4,

There are some inconsistencies betw
Source NIMEXE

different national accountin

2 The index is de
b For 1968

ting to EEC total. These discrepancies, due to

ndices related to individual countries and those refer

secrecy clauses do not affect the trends.

where X = exports, M

imports.
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TABLE 4.4 Net foreign balances as a percentage of domestic consumption in selected
European. countries. Total semiconductors and integrated circuits .
. 196878 .
A. Total Semiconductors

68 69 70 71 72 73 74 75 76 77 78

companies elaborations on national import and export data.

Germany —11 —21 -20 ~16 —24 —26 —20 -20 —28 —31 —30

France -7 40 +3 -5 +3 +2 B -1 +6 +5.
UK —-26 —19 -27 -28 ~36 36 25 27 —31 37 135
Italy* {13} (—27) (—45) (—52) (—55) {(—356) (~75)
EECa -2 =21 =24 22 -22-

B. Integrated Circuits®

CGermany —42 —45 30 —41 —46 45
France —33 —40 —~33 55 45 62
UK ~33 —33 —36 —43 -4
Ttaty® {(~20) (—43) (—54) (=21) (—13) (-22)
Notes

One should be extremely careful in the imterpretation of this data. Estimates of the
domestic market are often derived from data on exports, imports and production, and plck
up all the errors in the latter figures,

2 EEC~9

b It has been impossible to obtain reliable figures for the total of EEC consistent with
those referring to individual countries: within NIMEXE imports and exports data on
extra-EEC trade, a significant bias is produced by the exclusion of Dutch ¥Cs figures,
covered by secrecy. Figures without Philips trade policies are acrually misleading.
We are particularly sceptical about these Italian figures, Our estimates from inferviews
show that semiconductor smuggling accounts for a significant percentage of the Italian
market (as high as one-quarter 1o one-third of the entire market). Moreover, the
percentage appears to vary considerably from year to year, so that the trends shown in
this tabje are likely to be meaningless.

Sources For imports and exports: NIMEXE; for domestic consumption: 1968—73,
estimates from national sources (Ministries of Industry, Business Associations,
Consaltancy Reports); 1973--8, Mackintosh Consultants.

L]

Europe. Moreover, it is worth noticing that US-controlled exports from
Europe and Japan are quite low.5®

Contrary to the trends in net balance as a percentage of domestic
European markets, ‘specialisation’ indices - defined as exports minus
imports divided by exports plus imports— (Table 4.3} tend to worsen
through the 1960s, but appear to improve thereafter only for
some Furopean countries {e.g. UK) whose net balances
are nonetheless worsening. This result, at first sight paradoxical,
is explained by the fact that both imports and exports have been growing
faster than domestic production: if imports grow slower than exports but
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TABLE 4.5  Foreign subsidiaries in developed couniries by ownership and location, 1974-0%

Location Us4 - " Japan Eurgpe®
Cwnership 74 79 74 79 74 79
USA b 2(+1 planned) 9 15 (4] planned)
Japan 0 4 (+3 planned) 0 1 (+2 planned)
Europeb ] 4 0 0 5 3 )
Notes

® Subsidiaries with more than one plant in one country account for one. Moreover, note
that the definition of ‘subsidiary’ here is somewhat more restrictive than that in Tabje
4.6. These two factors explain the considerable difference between this Table, Table 4:11.
Table 4.12 and Table 4.13.

® European subsidiaries in Europe stand for investinents in countries different from the
country of otigin of the company. :

Source Truel (1980).

faster than domestic production, starting from a deficit situation, one
may obtain at the same time worsening net balances and improving
specialisation indices. The latter, in this case, show a trend towards
internationalisation of production and the mutual integration of
national markets (see Table 4.2 for the rates of growth of production,
mports, eXports, consumption in the major Western countries).”® A
particularly marked tendency has been towards the integration of
regional markets (Europe, North American, Far East). This is shown also
by the market policies of foreign subsidiaries: they are not generally
meant to serve simply the host national markets but the entire regional
markets around them.”! o

It is important to notice that the locational criteria ,of foreign
investments are likely to induce significant imbalances between different
countries within the same region. It was suggested above that important
locational factors might be the size of the local host-market, its
‘specificity” and degree of formal and informa! protection, differential
wage costs and locational ‘economies’ or ‘diseconomies’.

Within Europe, French informal protection {especially in relation to
the military and telecommunication markets) and policies of dis-
cretional bargaining with would-be investors in terms of targets related
to local production, imports and exports, explains the French positive
trade balances during most of the 1970s. Even under these circum-
stances, however, the result is the sum of a surplus in discrete devices and
a rather heavy deficit in ICs. Within the latter, the technologically most
advanced products show a very high deficit, and microprocessors are the
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TaBLE 4.6 4. US wade balances as percentage of apparent consumption, impaort penet.
ration and exporis as percentage of shipments

196578

1965 66 67 68 69 70 71 72 73 74 75 76 77 78

Net trade balances as
% of apparent con-

sumption 5 6 91017 1815 8 9 9 9 7 3
Exportsas % of ship- ‘
ments 7 09 011 14 21 24 25 25°27 34 35 32 31 33
Imports as % of ap-

parent consumption 2 3 3 6 711 1419 21 29 29 28 29 33
Nore

Imports include re-imports of devices assembled in LDCs and exports include semi-
finished parts. Shipmeénts data on which apparent consumption is calculated differ shightly
insome years from those on which Table 3.6is based, due to different sources: the latter are
based on the Annual Survey of Manufactures and the former on the Current Industrial
Reports Series MA~36N. Definitions and coverage are slightly different. ’

B. US Trade balances on ownership base as percentage of apparent consumption, import
penetration from foreign companies and exports {excluding re-imported devices) as
percentage of shipments

19707

1970 71 72 73 74 75 76717 78

Estimated trade balances on owner-
ship base as % of US apparent

consumption® 22 20 15 16 20 21 19 14
Exports. excluding re-imported de-
vices, as percentage of US shipments® 20 19 19 21 26 25 23 18

Inaports, except those under TSUSA
items 806.30 and 807.00 as % of US
apparent consumption® 1 2 5 7T 8 7 & 5

Notes

# Trade balances exclude imports of devices exported as semi-finished parts, assembled in
LDCs and re-imported and exclude the related ¢xports. This can be taken as a rough
measure of trade balances on ownership base, even if it neglects imports of finished
products originated in American subsidiaries in other industrial countries (they are
believed to be rather small) and European subsidiaries in the US {their impact becomes
noticeable only after 1975).

Exports exciude re-imported devices and parts.

TSUSA items 806.30 and 807.00 allow duty free imports of the American content in
products assembied overseas.

noo

Source Elaboratiofis on US Department of Commerce (1979, pp. 62. 68 and 59).
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Tame 4.7 USexporis’ market shares and US-controlied market shares in major
industrial countries: 1Cs, 19708 .

70 71 72 73 74 75 76 77 78

Germany CUSX (D) 2 32 4 32 22 4
US contr. X (2) 12 12 33 23 21
Total (3) 44 52 64 44 45
France US X (1) 32 37 39 v 29 29
US contr. X (2) 16 18 v 35 33
Total (3) 53 57 64 62
UK Us X (1) 3t 34 34 417 21
US contr. X (2) - 16 11 14 18 18
Total (3) 48 45 48 35 39
EEC (9) US X () 33 26 35 22 25
US contr. X(a) (2) 19 19 39 33 28
Total (a} (3) 51 45 (T4t 54 sS4
Japan US X(1) 25 27 11 14 18 17 16 15 14
US contr. X (2) 4 5 5 6 4
Total (3) 22 21 21 21 18

MNoTes

(1} Market share of direct exports from US.

(2) Market share of US-controlled exports, from countries other than US.

(3) (1) plus (2.

(a) Estimates of US-controlied exports to the EEC, based on figures refersing to
Western Enrope, on the assumptions that US share in tota] Western Europe
is equal to the share in EEC (9) and that the latter market corresponds to
907 of total Western European market.

(b) Sometimes, imported devices are re-cxported: when the amount is stgnifi-
cant, the corresponding apparent import penetration becomes'meaningless.

Sources Row (1) Western European countries: elaborations on NIMEXE
and Mackintosh Consultants; Japan: elaborations’ on
Nomura Research and MITL .
Row (2} Elaborations on USITC (1979).

extreme case where imports account for nearly 100 per cent of domestic
consumption.

A massive amount of American investment took place also in the UK,
probably due to cost factors (relatively low wages and public incentives
on capital account), in addition to less quantifiable variables (language,
links between the USA and UK, etc.}. There, however, the ‘crowding-
out’ pis-d-vis British companies has been significant and public monitor-
ing on production and import targets totally non-existent,
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Tasie 4.8  Japan: Net foreign balances as percentage of domestic consumption
and direct exports to US as percentage of domestic production. Integrated circuits
19708

A. Ner balances as percentage of domestic market

70 71 72 73 74 75 76 77 78

—28 -3z -9 -11 ~26 —I18 —17 10 -3

B. Direct exports to US as percentage of domestic production

i 2 6 3 5 6

Sources Elaborations on Nomura Research, MITL

Tasie 4.9 Exports and Imports by US foreign subsidiaries located in industrial
couniries. Integrated circuits, 1974-78 (millions of $)2®

74 75 76 77 78
Exports 112,53 12112 138,10 141.78 214.68
Imports 160.59 130.52 159.28 167.40 245.51

Nores

Exports and imports include trade flows between the considered group of

countries.

# ‘Industrial countries’ include all EEC (10) except Ireland and Greece;
Scandinavian countries; Canada, Japan. )

® Note that ‘imports’ do ot include parts and semi-finished products, which
often represent a significant share in total foreign subsidiaries’ output,

Source USITC (1979, pp. 85, 94).

Tasie 4.10  Exports by US foreign subsidiaries to selected European markets.
Integrated circuits, 19748 (§m. j=

Market 1974 1975 1976 1977 1978
France 20,0 18.37 67.80 49.97 54.29
UK 26.36 16.43 26.01 38.48 44.01
Germany 27.56 20.77 71.23 83181 86.05
Total Europe® 132.07 116.72 267.00 253.82 314.6%
Notss

* Le. exports to the mentioned countries by US controlled subsidiaries located
outside the US.
b *Europe’ corresponds to all Western European countries.

Source USITC (1979, pp. 85-91).
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: ; i ese,
" Total number of LDCs’ subsidiaries by area — American, Japan
: Trotsd 12 Tott Eurapean companies, 19719
[+
: TonTE E 71 74 76 79
o ——
- Area
& -é 19-21 41-43 50-51 60 {41 _plam}ed}
g‘: - - : Latin A -2 3 20 24 (+3 planned)
: . E Latin America 5 s )
: : i an countries ] _
: o cons : e 19-23 44-46 74-76 89 (+4 planned)
: 5 Total - .
: ] i i niry accounts for one.
i : - g Iﬂqfiilhsidiary with more than one plant in a single country
: 5 See note (a) to Table 4.5,
= o -t — el D &ﬂ
H . 5 Source Truel (1980).
g ~ - — e 8= |
S N g | |
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for the most advanced devices like ICs) and in good part supplied by
local companies. Imports were negligible (some discrete devices from
Japan and some special semiconductors for industrial applications from
Europe). : o

From the mid-1960s exports started rising very fast as an effect of (a) a
much more active strategy of international penetration by American
compaties, (b) the fast growth of overseas semiconductor markets {note
that the two factors are largely interdependent and interacting with-each
other), (c) the location of semiconductor assembly in low-wage coun-
tries, especially the Far East and some Latin American countries.. This
last factor enormously increased exports of parts and semi-finished
products. Contextually, imports of devices assembled abroad and re-
imported underwent a manifold increase. American net foreign balances
as a percentage of the domestic market reached their maximum in 1970,
being as high as 18 per cent, mainly as an effect of export penetration in
other industrialised countries.

A fast downward trend emerged thereafter as a joint effort of the
following variables: (a} a fast growth of LDCs sub-assembly funtil the
late 1970s} increased the value of imports; (b) since wafer fabrication
(the high technology part of semiconductor manufacturing) had been
automated earlier than assembly, the American content in re-imported
devices kept decreasing from 56.4 per cent in 1970 to 45.7 per cent in
1976, increasing again in 1977 to 55 per cent), due to productivity
growth in the former which was faster than in the latter operations, and
{c) the short-run import—substituting effect of direct foreign investment
in other developed countries started affecting American exports, Note
that, although there might be — as we argued —a jong-run complemen-
tarity between foreign manufacturing and exports, the long-run net
export propensity associated with international manufacturing oper-
ations is likely to settle at levels lower than the pre-foreign investment
one. Moreover, foreign industrial markets were increasingly served
through EDCs” assembly facilities so that the impact on American
exports was correspondingly lowered. Finally, the import-substituting
and export-promoting efforts of Japan started affecting American trade
balances by the mid-1970s.

It is worth introducing the distinction between trade balances on 2
geographical base (which we considered until this point) and those on an
ownership base.”* The difference between the two shows companies’
relative advantage vis-d-vis their foreign competitors in so far as those
advantages are distinguished from those of the country they belong to.
This distinction is particularly relevant for the USA. The most
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important factor affecting this difference has been the location of
labour-intensive, low-technology stages of production in low-wage
countries. This has an obvious negative effect on the trade balances of
the country of origin (in this case the USA) but at the same time, being
part of a pattern of international oligopolistic competition, helps to
maintain the competitiveness of American companies in foreign mar-
kets. For acomparison between trade balances based on the two criteria,
see-part 4 and part B of Table 4.6,

Whilst one could argue from geographical trade flows that the USA
has been losing its relative commercial advantage very fast, throughout
the 1970s, balances based on ownership provxde a strikingly different
picture: geographical net-balances in 1977 were a mere 3 per cent of US
apparent consumption while the corresponding figure for those based
on ownership was 14 per cent. The latter, too, underwent a significant
decline in the early seventies, affected by the variables mentioned above
short-term substitution for American exports induceéd by foreign
imvestment, assembly in LDCs of products exported to other industrial
markets, etc.). Since then, however, despite a marked variance, it does
not show any evident trend.”

It is worth noticing that, as recently as the late seventies {1974—8)
direct imports in the USA of ICs from foreign companies were
negligible.”® Imports from Japan, however, appeared to grow very fast:
in 1979 and 1980 Japanese imports reached a significant market share in
a few ICs products. For example, they were said to be in 1980 as high as
40 per cent in 16~-K RAM memories. The estimated Japanese market
share in the total American semiconductor consumption in one year
increased from around 3 per cent (1978) to around 5 per cent (1979) and
to an estimated 7 per cent in 1980,

The Japanese tendency towards import substitution and massive
export growth is likely to be a major factor affecting American foreign
balances both on geographical and ownershxp bases, throughout the
1980s.

The Drive towards a ‘Comparative Advantage”: The Case of
Japan

Japanese trade balances, as mentioned, have presented two big cycles, with
a positive peak around the turn of the decade between the 1950s and 1960s.
a fast decline and a new upward trend in the 1970s which yielded positive
balances again from 1976. At a first look, Japanese foreign trade is
reminiscent of product—cycle accounts of international trade; after the
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emergence of the semiconductor industry and allowing for an imitative
lag, domestic production increasingly substituted for imports; finally,
Japan became a net exporter of discrete devices (mainly transis{ors).
With the appearance, first, of silicon-based (instead of germanium-
based) semiconductors and then, more important, of ICs technologies,
Japanese imports of the.most advanced components grew rapidly;:thus
worsening trade balances. After a longer imitation lag (due to greater
complexity of the technology and te the fast pace of technical change
within ICs), Japanese industry increasingly caught up with American
leadership: by the turn of the decade between the 1970s and the 1980s, in
several fields, the Japanese industry shared the world lead with the USA
{e.g. in memories, where Japanese costs and prices are said to be lower
ihan the American ones, within an equivalent product technology) or
had only limited lags (e.g. in microprocessors). In the late seventies,
Japanese export propensity increased rapidly, and so did exports to the
USA (ICs exports to the USA were 0.6 per cent of domestic production
in 1973 and 6.2 per cent in 1978), while a slow substitution for American
imports took place {American-controlled import penetration in ICs was
22 percentin 1974 and 18 per cent in 1978; cf. Table 4.7). Trade balances
sharply improved also i in ICs (see Table 4.8) and in 1980 achieved a
significant surplus.

The growth of Japanese exports to Europe is equally impressive:
starting from a very low level, Japanese companies reached, in 1979, a
market share of 5 per cent in digital bipolar ICs, 7 per cent in analog ICs
and 16 per cent in MOS ICs.”’

In our view, it is misleading to interpret these product—cycle features
simply as the effect of endogenous mechanisms within international
markets. A comparison between the Japanese and the European cases is
particularly revealing: the strong cycles of imports followed by imitation
and then import substitution and exports, which are very clearin J apan,
donot appear in Europe. On the contrary, there are many features of the
industry which would suggest a truncated produci cycle, where a fast rate
of product and process substitution and the patterns of international
oligopolistic competition prevent products from smoothly flowing
down to second-coming, third-coming, etc. countries and companies.
Our hypothesis is that, in the Japanese case, product cycle patterns were
allowed and induced by a rather complex set of policies and institutional
factors; among them, control of foreign investment, trade policies, and
monitoring of the technology transfers from US to Japanese companies.
As we discuss at greater length in the Dosi (1981) and (19814), Japanese
policies appear to have radically altered those ‘neutral trends’ which
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would have emerged by a market-led international diffusion of tech-
nology and of production. In the European case, on the contrary, the
emergence of an international semiconductor oligopoly, reflecting in its
structure the original imbalances between countries in terms-of tech-
nological leads and lags, somewhat stabilised also relative imbalanees in
trade flows. This-occurred despite the variables which, as-we discussed
above, tend to favour international transfer of technology and produc-
tion, i.e. differential variable costs and the ‘specificity’ of host markets
which both offer incentives to re-location of production in the host
countries and, through that, affect trade flows.

We have been arguing that in a pure laissez-faire ‘international
framework each couniry’s position within the international division of
labour (and thus its relative trade specialisation) is determined by the
interplay, to use Dunning’s terminology, between country=specific and
company-~specific variables. In the long run, the two are not independent
from each other: in particular, the technological levels of a country are
both the cause and effect of innovation and location policies of its
domestic companies and local foreign subsidiaries. Policies like those
implemented by Japan are likely to affect both country—specific and
company—specific advantages.

Therefore, in a comparison between a laissez-faire international
oligopolistic framework and a framework characterised by active (and
‘structural’) industrial policies, not only the time profile of changes in
international production and trade are likely to be different. but also the
final long-run outcomes in terms of international specialisation of each
country might differ significantly. In other words, technological and
trade advantages (and disadvantages) may either be accepted as a result
of the endogenous market mechanisms, or, conversely, be consciously
‘conguered’ by institutional and political means.

A final comment on Japanese foreign mvestment palicies is reguired.
Japanese companies, until recently,”® have been rather reluctant to
invest abroad. This can be interpreted in the light of the model of
investment decision illustrated in the first part of this chapter. One
property of the model is that, other things being equal, the amount of
investment is a negative function of unit labour cost differentials
(whenever the latter are higher in the host country). This appears
to be particularly the case of Japan, not only in semiconductors but
in a wide range of sectors: Given product technology, the relation bet-
ween wage rates and labour productivity appears to be very
favourable, due also to non-transferable social conditions related to
the pattern of industrial relations,”® and more generally to the
Japanese institutional context. As a matter of fact, an increased
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Japanese enthusiasm to invest abroad could be induced only by the
other major factor identified above under the broad heading of
‘specificity of local markets’, in this case, a straightforward threat of
protection against Japanese exports.

The -1980s will probably sec a wave of foreign investment by the
Japanese companies, pushed by market penetration criteria and: by
threats of American and European protection, and allowed by the
position of technological leadership conquered by the Japanese indus-
try. This — as we tried to show in the US case —will not reverse the
patierns of export and imports, but — more likely —stabilise them wmhm

- the framework of a developing world oligopoly.

4.4 CONCLUSIONS
Compapies and Countries: The Role of National Economies

We started the analysis by introducing international trade and invest-
ment into the model of inter-firm asymmetries developed for a closed
economy context. From the point of view of the fundamental features of
industrial dynamics, nothing needed io be added to the framework
outlined in Chapter 3. The constraints and opportunities which
technical change places in front of each company do not ‘have any
nationality, as far as individual actors are concerned. In this respect, an
evolutiopary model of oligopolistic interaction applies to a closed
economy as well as to the international arena. At behavioural level, the
nationality of technological lags and leads, as well as of trade and
investment flows, are only 2 statistical label which we attach to them ex
post, but do not appear among the direct determining factors which
affect investment or sales decisions. At a more structural level of analysis,
however, the existence of different national economies deoes count
because it affects context conditions in relation to which companies
operate. We found three such factors, affecting the structural conditions
which are specific to the existence of individual countries namely:

1. Country-specific technological capabilities including user-producer
technological relationships, available skills and knowledge,
location—related externalities, etc., which are all hardly transferable
or, even when they are, transferable at an economic cost.

2. Wage rates, which are determined, in a first approximation, at
national {(and macroeconomic) level.

3. The ‘specificity’ of each national market, which is a broad definition
including many of the heterogeneous factors defined by traditional
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economies as ‘market imperfections’ together with different patterns
of demand and, sometimes, import protection.

To these three factors, one should add also the institutional context and
the pattern of industrial relations, which .are -extremely important,
although it was not possible to analyse them here. -

These factors affect structural conditions in which companies operate.
Even leaving aside public policies and, in general, governmental action,
these country—specific variables are intrinsically related to one general
phenomenon: - national - economies are comprised of - integrated
economic systems held together by a complex thread of interlinkages
which are not only input-output ones, but also technological inter-
dependences together with a body of knowledge, experience and
procedures (i.e. a specific ‘history’) which, in some respects, constitute a
‘public good® of the system as a whole and differentiate it from other
national systems.

Our foregoing analysis has tried to account for the interplay between
inter-firm technological asymmetries and some country-related vari-
ables, at the level of each single sector. The task was twofold. First, we
analysed, in behavioural terms, how national characteristics affect
export decisions and foreign invesiment of individual companies. Then
we constructed a ‘structural’ model whereby the. international com-
petitiveness of a country, in any given sector and at any given time, was
explained by three variables: its relative technological levels, its relative
unit labour costs and its industrial structure. _

Dynamically, of course, the three are interrelated: improving tech-
nological levels increases the levels of wages (expressed in international
currency) consistent with a given level of international competitiveness,
while at the same time changing patterns of techpplogical lags/leads
modify the international industrial structure (along the lines discussed,
in the closed economy case, in Chapter 3). The investigatjon of the semi-
conductor industry has appeared to support the basic theoretical
framework and, hopefully, helped to illustrate the dynamics over time of
all the variables at work.

We are ready now for the final step of our analysis and will try to link
the model, developed so far at the level of one sector, to the
macroeconomic conlext.

Anorganic attempt to do so would certainly require a book of its own.
The most we can try to achieve is to show where the linkages are. Without
any claims to be exhaustive, we shall make some suggestions on the
general mechanisms of adjustment and change which technical changes
induce in the economic system.
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L. SecePosner (1961). The discussion here is explicitly referring to the analyticat
framework from that seminal article. On ‘technological’ theories of
international trade, see also Freeman (1963); Hufbauer (1966).

2. Among the things that one must hold equal there are, of course, the length of
the lags, the size of the market for each new commodity, the rate of diffusion
in consumption and prodiiction of the innovation in each country, etc.

3. Posmer (1961} = - _ ' '

4. With regard to pricing policies in B markets, imitative lags of other A firms
matter in-so far as they might be able to export to these markets.

5. O implicitly assumeés here that the process technology of the first entrant
in country B would be the same as the first imitative firm in country 4.
Under these conditions, barriers to entry are of a dynamic nature (‘learning
effects’, etc.). Obviously, differences in process technology would affect
costs’ functions of foreign entrants and thus price levels. _ )

6. A strategy analytically equivalent to that described by Pashigian {1968) for a
closed economy context.

7. There is some evidence for, such a behaviour in the case of the heavy
electromechanics oligopoly with respect to Less Developed Countries: cf.

Newfarmer (1979). See also below. .

. See again Posner (1961). For a thorough discussion cf. Soete (1982).

. See Vernon (1966) and Wells (1972). For a thorough critical analysis cf.

Waiker (1979). o

10. Note that here one is still explicitly ruling out the possibility of direct foreign
investment.

11. If dynamic economies have the shape of the familiar “learning curve’, they
tend asymptotically to a straight line. _

2. All the attempts to calculate the *private’ ps ‘public’ rates of returns on inno-
vation show the latter much higher than the former. See Mansfield (1977).

13. Rugman (1980), among others, appears to hold this view.

14. One can see a close resemblance with the problems defined as central
by Dunning (1977).

15. For sake of simplicity we neglect here both licencing and all the ‘new forms’
of foreign investments discussed by Oman (1980) and Balcer (1981) (ie.
joint-ventures, turn-key projects, etc.).

16. Chesnais (1981) quotes Cotta {1978) who suggests a similar view.

17. For cross-industry tests on the USA which account also for other structure-
related variables (e.g. the capability of differentiating the products,
advertising capability, etc.), see Lall (1980).

18. As we shall briefly see below, innovation, other things being equal, tends to
induce divergence also in real wages and incomes. For a more detailed
discussion, seé Dosi (1982b). ) )

19. A thorough discussion of the convergence/divergence issues is in Pavitt
(1979) and (1980). See also below. . )

20. Another item of costs which might show a significant international variance
is energy. For sake of simplicity we neglect it here. Its treatment, however,
does not present any additional theoretical problem. _

21. See Dosi (1982b) for a more complete discussion. The reader might have
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already noticed the similarity of this argument with Pasinetti (1981, chapter
XI.

As we saw in Chapter 3, the two are different whenever there are structural
factors determining oligopolistic positions. :

See Appendix 11, o o
Noie that here we rule out ex hyporhesi the possibility of international
investment. This will be brought into the picture in the next section.

We assume that capital/output ratios are identical in the three countries.

. The economist reader might object that we-are neglecting here all possible

macroeconomic mechanisms of adjustment which may prevent this from
happening. It is impossibie to discuss them at leagth here (cf. Dosi, 1982b).
1t should be enough to mention that macroeconomic changes in exchange
fates and levels of domestic activity affect and are affected by the average
competitive conditions of each economy. In other words, they rélate to

- average levels of technological lags/leads, average levels of productivity and

27.

28

30,

3L

wages. Thus, even after allowing macroeconomic adjustments the notional
outcome described in the text might occur. The reader should not be
surprised: a similar cutcome is implicit in the classical Ricardian exampie of
Portugal and England trading in wine and cloth. At the end of the day,
Portugal loses her specialisation in cloth, even if it enjoys a higher absolute
productivity than England. - o .
Parboni (1980} contains an important and thought provoking analysis of
the patterns of international investment in the post-war period bdsed on the
dynamics of wages and exchange rates. ’ '

For a rigorous treatment, see Steedman (1980).

. See Appendix II for a discussion of the conditions under which our model

strictly applies, : _ '

This argument, mutatis mutandis, applies also to comparies lagping behind
in a closed economy context. In our model of oligopolistic markets,
characterised by more than one firm, in Chapter 3, we assume the price
elasticity of demand for each firm 1o be rather low, equal to the price
elasticity for the industry. In actual fact, relatively low elasticities are not
only due to product differentiations, but also to imformation 'costs,
institutional user-producer relationships, etc. Were these 'latter factors
absent, undifferentiated industries would present “even higher tend-
encies toward concentration, since the lowest cost producers would be
able to conquer the market at a relafively low cost in terms of
prices. In a static perspective, this would be more efficient, because the
average production costs for the industry would be lower and so would
prices. From a dyriamic point of view the question is less clear. If technical
progress is ‘normal’ and cumuiative, there is no ‘conservative collusion’
between the big oligopolies aimed at slowing down innovation, innovative
activities present non-decreasing returns to scale, etc., then a more
concentrated set-up is aiso dynamically progressive. Conversely, if the
opposite circumstances occur, a lrade-off between static and dynamic
efficiency may emerge. A discussion of similar trade-offs is in Nelson and
Winter {1980a).

Hirsch {1976) defines the conditions of the choice through a cest-based
exercise of comparative statics. Buckley and Casson (1981) present a

32
33

37

38.

39,
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dynamic model which determines also the timing of the switch from exports
to direct investments, given different profiles of fixed and variable costs and
an exogenously determined rate of growth of the foreign market. .

In many ways the ‘lavour’ of this illustration recalls: Hirsch (1976).

The amount of foreign direct investment bears a direct relationship with the
physical amount of foreign production, via the capital/output ratio (¥}
K,=VPX, oo : S

. That is to say, the rate of profit on activities in both A and B, :
. In this case, for simplicity, we assume that prices are identical in A and Band

that neither prices nor costs change over time. - .- = -

. Inaddition to the hypotheses made above, let us suppose also that whatever

investment one chooses 1o undertakeat ¢ = 0, in order to keepan unchanged
market share, one must expand each year at the same rate as the growth of
market B {set at g}. It other words the local installed capacity must be in
constant proportion to the local market in order 1o keep a constant market
share after time . Let r be the rate of discount. Remembering that part of the
share in the B-market might still be supplied with 4-exports, in the case of
positive investments, the present value of gross profits will be:

T .
PV, = J. {Mosoe™ (p—c )+ Hylc,~c g} e ™ di+
13

;
+J [Mosdp—c )+ Hylc,—cp]e¥ " dt~C 34
T

The first integral represents present values of gross marging during the
period of market shares’ adjustment, the second covers the values between ¢
and T, while C accounts for the additional costs involved in any investment in
B (due to *external diseconomies’). The variables ¢, and ¢ are unit costs in 4
and B, which we assume, for simplicity, to remain constant over time. M, is
the initial size of the market B (in physical terms) and s, the initial market
share in it, while ‘77 is the time horizon of the firm. The parameter 2 is the
adjustment coefficient of market shares as from eq. 32.

In the case of ‘export-only’ the equivalent expression in the present value of
future profits will be:

T
va:j My so.elo=r+iddy 35
Q

where A, i1s that coefficient which leads the market share down to
approximately zero at time £, i

Note that here we are considering the case of a cost advantage of the leading
country. _

This assumption may be held quite independently from any resort
to neoclassical market adjustment mechanisms. Take for example Soete’s
tests of technology-gap explanations of trade (Soete, 15803 which do not
assume any neoclassical adjustment based on general equilibrium hypo-
theses, but, on the contrary, put inter-country differentials in the monopolis-
tic power over technology at the core of the explanation of different trade
performances. Even in this case, however, industrial structures do not enter
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41.

42.

43,

43,

directly into the picture: it is as if they were simply the vehicle through which
differential technological capabilities of each country express themselves; no
more, no less, .. : :

. See Aunquier (1980); Glejer, J'a;cquemin and Petit (!980). Auguier guotes

also Rapp (1976). oo

See Helleiner (1981) and Caves (1981) where one can find also a selected
bibliography. Aquine (1980) provides a thorough analysis of the patierns of
intra-industry trade. : . o :

Size of the firms, and market shares (together with more obvious features
tike service and distribution networks abroad, brand loyalties, established
user-producer relationships, etc.), are going to affect export performance
quite independently from either technological or cost conditions:

1. On'the basis of assumptions of profit-maximising firms it can be proved
that the ratio of exports to sales is positively refated to firms size (Hirsch
and Adar, 1974). All this independently from différent degrees of market
power that might be associated with increasing size, It seemns plausible
that a similar rélationship can be proved to hold after abandoning
assumptions of U-shaped cost curves and equalisation betweéen marginal
revenue and marginal costs. '

2. A fortieri,if size and market power are correlated and if we do not rule
out the possibility of discriminatory pricing between different markets,
we would expect a significant influence of the international miarket
structures and firms’ sizes upon export petformances {although we
cannot predict a priori the sign of that relationship, which might be
negative whenever one country’s oligopolistic companies make a big use
of this market power on internationial markets, in analogy with what we
argued in Chapier 3 on the leading firms in' the domestic context).

3. Again, the case-of intra-industry trade in identical commodities exemp-
lifies in the extreme how oligopolistic interaction fmay determine trade
patierns independently from structural conditions. Brander {198])
shows—again under the assumption of profit maximising firms - how
oligopolistic competition leads to two-way trade in the same commodity,
even when that is ‘inefficient’, i.e. when economies of scale would make 2
solution of specialisation preferable. '

Some recent important studies have started analysing the structurg of
international trade from the standpoint of international organisation
variables. See Caves, Porter and Spence {1980) and the contributions (o the
special issue of The Journal of Industrial Economics, 1980, devoted to these
topics.

. The role of oligopolistic positions, which we have defined above as the

necessary {although not sufficient) condition for foreign investment, is the
focus of the analysis of that interpretative approach, building on Hymer's
model, which has related foreign investment to the pattern of industrial
structures prevailing in the home country {cf. Hymer, 197¢; Kindelberger,
1969; Caves, 1971; Horst, 1972; Lall, 1980),

Note that in this context, we utilise a rather loose definition of market power,
which does not stand so much for the traditional capability of setting *higher’
prices as for the possibility of exploiting alf the ‘market specificities’, defined
above.

46.

50.
51.
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For one -of the few studies on the patterns of R & D location by US
multinational see Mansfield, Teece and Romeo (1979). Even if there appears
to bea relatively greater decentralisation of R & D location during the post-
war decades, there seems to be no reversal in a pattern which still gives the
overwhelming priority to locations in the USA. ' :

. See also Dosi (1982b). _ :
. Vernon (1979) provides convincing evidence on the acceleration of sinter-

national diffusion of new products and processes within multinational firms,
at least as far as industrialised countries are concerned.

. In order to illustrate this proposition, let us consider two ‘ideal types’

concerning -the dynamics of specialisation between two countries, 4 - the
technological leader —and B—the ‘backward’ couniry. In the first scenario,
let us suppose that there is no international investment-and 4 enjoys, for
some time, 2 monopolistic control over 2 new technology. Suppose also that,
after a certain time lag, B-companies ‘learn’ the new technology and,
exploiting the advantages stemming from the interrelation with the local
market and from lower labour costs, enter the new market. By so doing, they
acquire for their country the technological expertise (the ‘technological
specialisation’) which takes B nearer to the technological frontier. Let us
compare this ideal type’ with a second one, whereby A-firms rapidiy invest in
B, leaving, however, their R & Iy and the most complex productions in A.
This has -a few important conseguences: {a) international .investment
accelerates technological diffusion toward B, but —at the same time - makes
the emerge of autonomous B-companies more difficult; (b} the technology-
gap and the trade disadvantage of B decrease more rapidly than in the
previous scenario; however, (c) if the innovative activities are kept in 4, it
may well be that country B never reaches the technological frontier,
because—in the long term-the strategies of international investment
reproduce through time the location-specific advantages of -4 and B
{respectively, technological advantages in A and lower tabour costs in B).
An attempt to outline these functional refations in an international context is
to be found in Dosi {1981c). :
Cross-industry tests show many limitations which paralle! those discussed
above with respect to the ‘innovation-market structure’ guestion and
related to the specific features of each technology and industry. Those
limitations appear especially serious when testing explanations for par-
ticular patterns of revealed comparative advaniage (see Soete, 1980; or —on
the neoclassical side — Leamer, 1974).

. The empirical problems of correctly specifying the variable and obtaining

adequate data clearly cannot be analysed here.

- ¢f. Vernon (1966). For a critique see also Pavitt and Soete (1981).
- In Dosi (1981c) we argue that this variable could be approximated by one

country’s share in total foreign direct investments in each i-sector.

- For simplicity suppose that a sector corresponds to only one product, but

suppose also that this product undergoes technical change, after its initial
mtroduction, by means of product and process improvements.

. Let us consider the levels of per capita GDP. Even if relative per capita GDP’s

do not change, the ‘most developed’ country will show over time a steady
warsening of s competitive position, starting from a very favourable one;
‘intermediate’ countries will show a U-shaped profile and ‘backward’
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countries -will present a steady improvement, starting from a vEry un-

- fdvourable position.

57.
58,

59.

60.

61.
62.

63.

65,

66.

See Dunning (1981} on the long-term patterns of foreign direct investment.
For a more precise account of the relationship between average tech-
nological asymmetries (for the tradable sector as a whole) and wage rates,
see Dosi (1982h).

The innovative methodology introduced by Pavitt and Soete (1980) and
Soete (1982), who use US patent data to estimate the sectoral innovative
capability of each country, can be considered an important step in the
direction of a test-of the model. At the time of final revision of this work,
some further research by the anthor and L. Soete on tests including both a
technology and a cost variable is in progress. See also below, for some tests
on the semiconductor industry,

Here and in the following pages we will refer to trade balances in percentage
of internal market, if not otherwise specified.

For a detailed analysis, see Sciberras (1977).

This is particularly likely when foreign investment is sheltered from
international competition through import tariffs and quotas. We have some
evidence on this phenomenon in the case of Brazil,

Most US prices did decrease around the turn of the decade {as they did for
almost every year since the industry was born). The point is that they did not
decrease relatively to variable costs. In other words, American unit margins
remained relatively stable. ’

. Cf. Pavitt and Soete (1980}, Soete (1980) and {1982). US patents have been

provided i an ad hoc Special' Report by the Office of Technological
Assessment and Forecast (OTAF) of the US Department of Commerce. We
want to thank OTAF, and in particular Dr D. Kelly, for the kind and
valuable help. :

One was able to obtain comparable data on exports only for EEC countries
and Japan. The USA was excluded, in order to avoid the bias induced by the
fact that, using US patents data, American patenting in the USA is likely to
overestimate American technological output (see Pavitt and Soete, 1980).
Moreover, note that the number of semiconductor-producing countties is
rather small. ’

Let us define net external balances in percentage of the domestic market as
NBM (1977-8); cumulated patents divided by the average 1977-8 size of
domestic market as Pd, and a specialisation index (exporf.minus imports
divided by exporis plus imports) as $/. We obtained:

NMB = —73.04+ 18.71 Pd R*=02 43
(25.12) (13.03)
SI= —0.46+01 Pn RE=023 44
(0.17) (0.008)
NBM = - 64.67+1.32 Pn R*=028 45

(19.23) (0.86)

The signs of the coefficients on the independent variables are the expected
ones but the coefficients themselves are not significantly different from zero
and the correlation coefficients are rather low.
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If intra-MNC technology transfer oceurs, this obviously influences the host
country’s technological levels but need not show in the patenting activity of
the forcign subsidiary of the MNC.

Finan's sources are mainly estimates from American companies, while our
«data is based on (rade statistics. In addition, Finan's data should be F.O.B.
American exports, while we use C1iF. European imports. Finally, we include
in semiconductors some special devices and parts apparentiy excluded from
Finap's data. -~ S : :

Cf. Ernst (1982). )

Moreover; note that in some countries imports by foreign subsidiaries are
for re-export. This phenomenon is particularly pronounced, within Europe,
in UK and France. R . S S

This can be seen also from the disaggregation of ICs sales by American
foreign subsidiaries (USITC, 1979, pp. 83 and 85). On the period 1974-8,
shipments to local host markets grow at only 3.3% per annuin, whileexports
increase at 21.9%.

Moreover, the biggest foreign subsidiary, Intermetal~ITT can be consid-
ered 3 ‘quasi-German’ company.

Fairchild pulled out of the joint venture in the early 1970s. .

A detailed discussion of this distinction in relation to semiconduciors is in
Finan (1975).

Balances on ownership base equal those on geographical base minus trade
flows to and from the US controlied by US companies. _
Ownership-based balances, in our calculations, tend to be underestimatedin
so far as they do not account for the part of US imports originated in
American foreign subsidiaries located in other developed countries. On the -
other hand, one considers as ‘American’ those companies taken over by
Furopean and Japanese firms (their impact is significant only.after 1975).
The two factors should roughly cancel each other out.

Estimates based on the values of imports from unrelated parties {from
USITC, 1979, p. 93) and apparent consumption elaborated from US Dept
of Commerce data suggest values for the mid-seventies, below 1 %2 to this
one must add imports-by US subsidaries of foreign companies. Even
allowing for this, foreign companies’ market share in ICs should have been
very low until the Japanese started entering massively the memory market.
DAFSA (1981).

At the beginning of the 1980s, most of the major Japanese semiconductor
producers started or planned to invest in both the USA and Europe.
See the illuminating comparison between British and Japanese industrial
relations in Dore (1973).



5 Some Conclusions on
Technical Change and
Technological Diffusion
as an Introduction
to Macroeconomic
Transformation

The effects of techmical change are not confined within any single
industrial sector. The dynamics of each industry influences and is
influenced by the patterns of change in the other industries by means of
inter-industrial diffusion of innovations, changes in relative prices and
relative profitabilities, and derived patierns-of demand for the output of
each industry sector which feature as an input in other industries’
techniques of production. Furthermore, there are a few directly
macroeconomic dimensions related to the inter-sectoral adjustment
mechanisms based on capital movements and to the relationship
between technical change, on the one hand, and effective aggregate
demand, foreign balances and international specialisation, on the other.

The reader will realise that a thorough treatment of these issuesis a
very lengthy task which cannot be undertaken here. However, if one
believes, as we do, that sound microeconomic theory must be com-
patible and theoretically linked with macroeconomics, then there is a
need to indicate the macroeconomic hypotheses which the foregoing
discussion suggests. In these conclusions we will try to define briefly the
implications of our analysis in terms of the patterns of transformation of
the macroeconomic system.
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5.1 THE DIFFUSION OF INNOVATIONS AND THE
TRANSMISSION MECHANISMS OF TECHNICAL
CHANGE : :

Differential innovative capabilities by each company on the domestic
and international markets might lead, as it was shown in Chapter 3, to
an oligopolistic structure of industry. The possibility of the emergence
and evolution through time of this oligopoly depends on the nature of
technical progress itself (whether it-is more or less cumulative, and
whether it yields to stable company~specific technological advantages)
and, linked to that, on the relative capability of each firm to innovate
and/or quickly imitate through time. An important implication of our
discussion above is that the structure of the industry itself is an
endogenous variable precisely as described by the often cited Nelson-
Winter models. More precisely, technological lags and leads (in terms of
both prodacts and processes), industrial concentration, differential cost
structures, prices, margins and market shares are themselves the resulr of
patterns of oligopolistic competition, whereby innovative/imitative
activities are a crucial behavioural feature of the evolution of each firm
and its growth, survival or disappearance.

Diffusion as an Innovative Process

In a truly dynamic account, technological imitation within an industry is
coupled most of the time with further technological innovation (eithér
by the same firms or by other firms of the industry), along what we
called, in Chapter 2, a trajectory of techmical change. Within this
framework one can easily define both the questions of the inter-firm
diffusion of innovations (i.e. diffusion in production) and diffusion in
demand. Although it is obviously simpler for the analysis to consider the
patterns of diffusion of an innovation as if the latter were a once-for-all
phenomenon, this might be misleading, since any major innovation is
likely to yield to a series of incremental changes and improvements’,
which change the potential number of adopters and the profitability of
the adoption itself, It is not possible here either to undertake a detailed
discussion of models of diffusion or to provide satisfying tests with
respect to the semiconductor industry. We must thus limit ourselves o a
few comments and a few empirical remarks,

in the literature, the prevailing interpretations of the diffusion
patterns of innovation pioneered by Mansfield (1961} and (1977) and
Griliches {1957) essentially consist of the estimate of a diffusion curve,
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which is often found to be S-shaped.? At a second stage, inter-

innovation and/or inter-industry differences in the coefficients .of the -

diffusion curves are explained through various independent variables.
The three which found the greatest econometric corroboration are the
differential profitability of the innovation, the scale of the required
investment and firm’s size (the former and the latter bemg positively
correlated with-the speed of diffusion).

In our view, the “logistic curves’ approachesto wchuolog:cai diffusion
represent a major achievement in that they establish a rather general
‘stylised fact’ of the process.. However, they do not explain it. They
provide an ex-post rationalisation on the conditioned. probability of a
non-adopter t0 become an adopter of an innovation: In that, they show
exactly the same descriptive usefulness as well'as the limitations of the
epidemic curves (or, for that matter, probability models) to which they
are formally similar: they show the pattern of diffusion of, say, cholera,
and they can also relate it to some broad environmental factors, such as
the conditions of hygiene of a town, the reproduction time of bacteria,
eic., but they cannot explain wiy some people get it and other do not,
which relates to the immunological mechanisms of human bodles the
precise ways bacteria are transmitted, and so on.

Moreover, these models present three major points of ‘weakness.
First, as aiready mentioned, they-assume a-once-for-all innovation
without allowing, prima facie, incremental improvements on the supply
side as well as innovative processes on the side of the adopters {whenever
the considered innovation is a capital or intermediate good). Secondly,
they neglect price changes of the innovation itself which may affect,
through time, the profitability of the adoption of the innovation.
Thirdly, they do not consider the process of diffusion in production of
the innovation (i.c. the patterns of imitation in the supplying industry).

All three points are stressed by Metcalfe. who develops a.very
stimulating modei of diffusion jointly determined by the supply of an
innovative commodity, whose price changes through time, and a
demand for it, which depends also on its price and the profitability of
adoption.* As we discussed in Chapter 3, the prices of any given
innovative commodity change through time due to learning effects and
process innovations. Thus, as Metcalfe shows, we have an envelope of
notional diffusion curves associated with each price, while the actual
diffusion path represents both diffusion along a curve and movements of
the curve itself due to price changes. Two points must be stressed,
namely:

1. The process of diffusion in production, i.e. both the expansion of the
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innovative firms and imitations by other firms, is intimately as-
- sociated with additional innovations and improvements. This is not
only a corollary of ‘natural’ learning processes, it is also implied in
- the very dynamics of inter-firm asymmetries based on innovative lags
and leads. As argued in Chapter 3, asymmetric innovative capabili-
ties associated with some limit-price force potential entrants to
mtroduce further innovations in order to enter the market. This same
‘process tends to-improve the performance characteristics of ‘the
nnovative commodities and to widen the universe. of potential
adopters,

2. The process of diffusion in demand, in the case of produccr goods, is
hardly a simple purchasing decision. On the contrary, it almost
always involves minor or major innovations on the part of the

. adopters who must change, to different degrees, their production
processes or their products. If producer—user inter-relationships are
important in stimulating further innovation® then we can see there a
clear ‘dynamic circle’ of positive feedbacks.

Both these points highlight, from an economic point of view, the
relationship between -endogenous and exogenous technical change
which was considered in Chapter 2. We will not repeat here the reasons
why the original innovation (especially if it was a radical one) might
not have been endogenousty induced. Conversely, we see here how
continuous progress along a defined technological trajectory is trig-
gered and pulled by the endogenous mechanisms of oligopolistic
(‘Schumpeterian’) competition, the ‘problem-solving’ activities related
to the adoption of innovations,® the complementaritics between dif-
ferent technologies and industries jointly with straightforward econ-
omic signals, such as changing relative prices, relative profitabilities and
distributive shares.

The Importance of Technological Interdependence Between
Sectors

The diffusion of the products which are not final goods brings about
product and process innovation in user industries. The hypotheses we
suggest here are the following:

1. For any given set of macroeconomic conditions, e.g. for a given ‘Jevel
of development’ of a country, the rate of diffusion among user firms
will be higher, the higher are the rates of innovation and the rate of
imitation in the producing industry.
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2. As a consequence, diffusion in production and diffusion in demand
are strongly interdependent: the rates of innovation/imitation in user
industries are often dynarmically linked with the technological levels
of that domestic industry where the innovations come from. The
opposite holds‘true as well: the technological levels, the size and the
competitive patterns in user industries provide .a more or less
conducive environment for technological innovation andfor imi-
tationin the industry which is ‘upstream’, i.e. the industry originating
the innovations. Which one is the ‘dominant’ relationship depends
on which one is the ‘dominant’ technology, on the appropriability of
technical change and its nature. We would expect, for example, that
in the early phases of establishment of a new technological paradigm,
an overwhelthing ‘innovation—push’ upon ‘downstream’ industries.
Conversely, we would expect the role of the lattér to be greater
whenever technical progress occurs along a defined technological
trajectory and, correspondingly, the patterns of change are relatively
more endogenous to the ‘inducement mechanisms’ of the economic
system.

This hypothesis of technological inter-relatedness between sectors is
consistent with the existence of industrial filiéres, as the French call it.?

Theconcept of industrial filiére (in English, ‘web’ or ‘cluster’ ), despite
being fairly impressionistic, heips to highlight a system of interdepen-
dence based, on the traded side, on input—output relations, and, even
more importantly; on the untraded side, on technological interdepen-
dences, which are likely to be country-specific, oreven region—specific
and company-specific. In this context, ‘chains’ of innovations in
different interlinked sectors might tend to be reinforcing in ‘virtuous
circles’ affecting both sectoral technological leveis and their rates of
growth. .

If this is the way technical change in one particular.sector affects
changes throughout the economy, some far-reaching implications are
worth noting,

The emergence and establishment of new technological paradigms is
likely to be correlated with a substantial body of untraded knowledge
and experience. In this respect, the discussion in Chapter 2 shows how
these untraded aspects are an essential part of the nature of technologies
and technological advances. Much of this knowledge, although un-
traded, might, however, be appropriable. It has already been mentioned
that it may often be embodied in individual people. In ourcase study, the
history of technological diffusion and further innovation throughout
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.the first two decades of the. US semiconductor industry is strongly

associated with a high miobility of scientists, technicians and managers.®

In some cases-these untraded technological advantages might. be-an
asset to the entire industry of a country (i.e. a ‘dynamic endowment’ of a
country’s industry). Moreover, we-suggested in Chapter 3 that the final
establishment of a technological paradigm is likely to be associated with
an ‘oligopolistic maturity’ of the industry, whenever technical progress
retains.cumulative and highly appropriable features.. An implication of
it is that the formation of a stable oligopolistic structure of supply.is
likely to be associated with cumulative technological learning which is
appropriable at company.level, in addition to being an ‘externality’
enjoyed by.a national industry.® . L e

In many ways, the history of the development of an oligopolistic
structure can'be interpreted as the trend towards internalisation of the
untraded aspects. of technological change. Furthermore, whenever there
are interlinked technologies and/or a dominant technology - as in our
semiconductor case — this. process of internalisation and private ap-
propriation of untraded technological interdependences among sectors,
is likely to result in a slow process of vertical integration. The filiére,
whenever it is characterised by strong technological interlinkages and
whenever the latter are appropriable and transformable into a company
asset, is likely to embody a significant tendency tewards oligopolistic
integration within-clusters of industries. This is clearly in Jine with the
‘internalisation’ theories of vertical integration and international invest-
ment, as.already mentioned above (Chapter 4). It is worth stressing
again that it is misleading to consider this internalisation process as the
exceptional result of some ‘market failure’, related to some special
feature of the ‘market of knowledge and information’. Rather, it can be
considered as one of the essential features of deveiopment and change in
capitalist societies. Technical progress keeps producing untraded tech-
nological interdependences, while changing industrial organisations
keep trying to internalise and appropriate this ‘knowledge’ as a
<orporate asset. These considerations apply both within a domestic
context, as a drive towards vertical integration, and on an international
level, as a drive towards the international exploitation of these
company-specific assets and the formation of an international
oligopoly.

An interesting corollary is that technological interdependencies are an
mmportant driving force behind the patterns of companies’ diversifi-
cation, not only ‘upstream’ and ‘downstream’ but aiso ‘horizontally’,
towards other sectors. which are neither sellers 1o nor buyers from the
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mdustry in question but share with the latter szrmiar process or product
technology.!®

Moreover, the discussion above suggests the existence of a relatwn—
ship, within the same industry or the same cluster-of-industries, between
country—specific and company-specific untraded advantages, the latter
being to some extent the internalisation of the former. ¥f this is so, this
should be an additional reason to suggest some long-run’ complemen-
tarity between participation by 2 country’s companies::in .the inter-
national oligopoly -and -its“trade -performance. " Even if intra-firm
international diffusion is rapid, as long as country-specific advantages
reproduce themselves through time; the ‘country of origin is likely to
maintain a relatively favourable trade position. In many ways, it was
argued above, technological interdependencies induce a relative stabil-
ity through time of ‘comparative advantages’. : :

International investment may be considered, at least as far as intra-
developed countries” investment is concerned, as a powerful .form of
mternational diffusion of technology.!! Our discussion in the previous
chapter on trade and international investment supports this statement.
A crucial point, however, which we have stressed in Chapter 4, is that
international investment is not likely to reverse the pattern of country—
specific -relative technological ‘advantages  (and .even less so these
company—specific ones’ generally associated with the former). In this
respect, international diffusion through multinational enterprises can be
considered, froma normative. point of view of host countries, as a
second best alternative.’? Conversely, we suggested in-Chapter 4 that
from the investing country’s point of view, international investment
might imply trading-off higher short-run against longer-run, a!though
smaller, trade advantages.

The anatysis of the nature of technical change suggested the existence
of regularities in its patterns and directions (in the form of technologscal
paradigms and trajectories). The following step was to study the i impact
of technical innovation and imitation on the structure and performance
variables of the affected industry, One of the implications of the
argument was that, in general, despite the continuous emergence of
oligopolistic positions, prices tend to move in accordance with costs.
Moreover, we suggested that the patterns of demand are shaped by long-
term changes in the baskets of consumption and by the innovative
processes in user industries. Changesin the real price of the commodities
{in terms of income) and the relative price of substitutabie commodities
are intertwined with the former and accelerate/siow down these long-
term rates of change in demand, even if, as we tried to show, price
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elasticities and inter-commodity substitutability in the short fermare
generally rather low. Finally, we have been hinting at the:fact that
processes of inter-industrial diffusion of innovation are, in their nature,

-induced innovative processes. A joint account of these properties of the

£COTIOMIC System represents, as it were, the technological background of
input—ountput tables of the economy and their change through time. Ina
way, one may consider our discussion as the analysis -of the tech-
nological and economic variables which lead to a particular input-—
output configuration and keep it changing in relatively ordered ways.
Conversely, input—output analysis is the "medium term’ which allowsa
link between our microeconomic level of investigation with macroecon-
omic {rends. Individual changes in prices and quantities, in a highly
interdependent . system, lead to remarkable aggregate effects. on
productivity, demand and levels of macroeconomic activity. !> Jtis not
possible to discuss them here. However, we hope, the study has
contributed to illuminate the features of technologies and industries
which explain the trends in input coefficients, prices and different
patterns of demand for individual commodities.

An interesting implication of the analysis of technical change, related
to its ‘oriented nature’ along defined technological trajectories, concerns
the evolution of technigues over time: the general case, we suggest, is
that there are univocally superior and inferior technigues irrespective.of
income distribution (cf. also Appendix II). This is not to say that
changes in income distribution do not affect the rate and directions of
technical change (within the boundaries of a given paradigm). Clearly
they do. The point is that ‘new’ techniques are generally such that they
would have been adopted, if they existed, even at the ‘old’ income
distribution.!* This introduces powerful irreversibility properties into
the economic system. At the same time, the view of technology presented
here is 2 radical alternative to the assumption of ‘production possibility
sets”, a concept essential to the neoclassical theory of income distri-
bution introduced without the slightest reference to the empirical
evidence on technology and technical change. Technological trajec-
tories, on the supply side, and slowly evolving Engel-like baskeis of
consumption, on the demand side, define an economic system whose
threads, at any given point in time, are consistent with an input—output
description (including nearly fixed coefficients of production) and
fundamentally different from the world of timeless fdtonnements of
general equilibrium: for once, the burden should rest upon those who
are so fond of the traditional theory of relative prices and income
distribution to demonstrate either that production and consumption
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possibility sets do empirically exist or, conversely, that the properties-of
their models resist the exposure to technological asymmetries, time and
irreversibility. 13 -

5.2 CONCLUSIONS: TECHNICAL CHANGE AND
SYSTEM TRANSFORMATION .

We have been trying. to reconstruct the patterns of generation of
technical change and the ways in which it becomes a crucial factor of
transformation of industrial structures. Even if the economic sysiem
represents a powerful directing mechanism on the rate and direction of
technical progress, the patterns of change cannot be considered entirely
endogenous. The innovative process presents a dynamics and rules of its
own, which - we suggested - bear meaningful- similarities with the
procedures and patterns of change in scientific activities. The metaphor
of technological paradigms and technological trajectories helps -in
clarifying the relationship between ruptures and continuity in technical
change. That distinction mirrors the distinction between exogenous and
endogenous technical innovation. Economic dynamics is capable of
shaping the patterns of ‘normal’ technical change along defined
technological trajectories, within the boundaries defined by the latter.
On the other hand, the emergence of radically new technological
paradigms cannot be simply- explained by economic drives:. more
correctly, it stems from the complex interplay ~ that we tried to analyse
also with reference to the semiconductor case - between advances in
science, institutional factors and economic mechanisms. The former
provide the universe of the possible new directions of technological
development, while the latter two operate as ‘focussing and selecting
devices’, in Rosenberg’s terminology. We are far from claiming any
exogenous nature of scientific advances: simply the impaet of economic
factors upon scientific changes pertains to a different timescale, to a
looser functional relationship and to different transmission mech-
anisms. '

Clearly it has not been possible to analyse this loop at any satisfactory
depth, concerning as it does the ficlds of epistemology and sociclogy of
knowledge. It is nontheless important to remark the different patterns of
interaction characterising the relationship running from the emergence
of new technological paradigms to the economic mechanisms, on the
one hand, and from the economic environment to major technological
breakthroughs, on the other hand. This is another way of saying that
technical change is not entirely endogenous: any image of a completely
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homeostatic system which adjusts internally. to changes via induced -
technical progress is, in-our view, misleading, The virtuous circle between
‘technology’-and ‘economics’ is not entirely calibrated and leaves rooin
for some degrees of freedom to autonomous technological advances and
to the specific rules technical change follows. B TS

In turn, the analysis of the economic environment under conditions'of
technical change shows how in capitalist societies private appropriation
of -the benefits from ‘technical progress represents both the main:
incentive to innovation -and one of -the basic rules of the:game of
companies’ behaviour. This quite evident property allowed us -to:
develop some far-reaching implications in terms of industrial dynamics:..
We put at the centre of our analysis the concept of asymmetry, instead of
those, more familiar in traditional microeconomics, of identity {between
firms) and equilibrium. Asymmetries exist because the process of
technological innovation and its private appropriation continuously
create them. They are a structural feature of the industrial system and, at
the same time, correspond to a fundamental behavioural rule -of the
cconomic actors, aimed at creating lato sensu technological imbalances
in their own favour and eliminating those which act against them, In its
essence, this is the process of dynamic campetition. Evolutionary models
of industrial interaction, as suggested by the seminal-works of Nelson
and ‘Winter, provide us with the microfoundations of the theory of
change in industrial structure, in that they define the rules and meta-
rules of behaviours and adaptation of firms in changing environments
characterised by technical change. '

A further step was needed in order to build a bridge between a theory
of *what the actors do’ with a theory of the directions of change of the
system under conditions of technical change. One had to answer to the
question: are there regularities in the relationship between structural
indicators, such as the nature of inter-firm technological asymmetries,
and performance indicators (such as costs, prices, margins, industrial
concentration, etc.}? In Chapter 3, we considered precisely this issue.
Technical change continuously produces new processes and new
products, and, jointly, lags and leads in the innovative capabilities of
individual firms. These asymmetries, often in conjunction with other
size-related advantages, already analysed in the literature by Bain and
Sylos—Labini, are capable of explaining the level or, more correctly, a
definite notional range of margins, profit rates, concentration, etc. The
result is important because it allows the joining together of the statics
and the dynamics of the system.

It should be clear that technical progress is one of the main dynamic
factors. Al the same time, we want to know also what are the forces at
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work for & given and unchanged state of the technology. In the real
world, forces of change and transformation, on the one hand, and force
of adjustment and equilibrium, on the other hand, operate together; this
is why we are able to observe relatively ordinated configurations of the
economic system, at each point in time, and relatively regular patterns of
change, over.time. The analysis of Chapter 3 on prices and margins can

be reinterpreted in the following way: holding innovation constant, the-

expansion of innovative firms (i.e. those firms which embody best
practice techmiques of production and manufacture innovative pro-
ducts), together with the process of technological imitation, tend to
diffuse “on-the-frontier’ technology throughout the economy. The
mechanisms of diffusion are the counterpart on the technological side of
inter-firtn and inter-sector capital mobility, directed towards minimum
cost/maximumni profit allocation of productive activities.

A system without structural asymmetries between firms (related to
appropriated technologies or to economies of scale), in the absence of
further innovations, would yield to a unique rate of profit and to prices
in line with the costs of production. Conversely, we considered the case
when exclusive appropriation of technology prevents this from occur-
ring. The same mechanisms based on .capital mobility and relative
diffusion of the ‘best’ techniques and products are still at work, but they
find a limit-in asymmetries which are either permanent or reproduce

through time even in absence of further innovation. Learning effectsand

market pre-emptions are asymmetries of this kind: by definition, if 2 firm
arrived first and if costs are related to cumulative production, then late-
comers will not be able to achieve identical costs of production, even if
the innovative process stops. We hope to have shown convincingly that
the difference between. the ‘competitive’ rate of profit!® and the
equilibrium oligopolistic rates of profit is a function of inter-firm
structural asymmetries. In this sense, one can see that the competitive
equilibrium analysed in classical economics!” is that ¥mit case; when-
ever inter-firm asymmetries tend to disappear and average techniques of
production are identical with best practice techniques, or when ‘below-
average’ techniques compensate ‘best-practice’ technigues in a way that
the average rate of profit for the industry is equal to the ‘competitive’
one. The importance of the competitive mechanism should not be
overlooked for it represents a crucial homeostatic mechanism which
guarantees (varying degrees of) ‘static’ efficiency of the system.
Minimum cost techniques and ‘better’ products diffuse throughout the
economy. while the price is not allowed to remain higher than what is
implied by the costs of production (after allowing for possible inter-firm
technology-hased asymmetries),
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Having focused our. analysis on technological differences between
firms, instead of their uniformity, we can observe an easy link: betwesn
statics and .dynamics. -While technological diffusion .tends to w:ther
awayinter-firm asymmetries, the process of innovation keeps creating
new ones. Loosely speaking, we can consider the former as the ‘entropic
tendency’ of the system (its-tendency towards uniformity) and the latter
as the development tendency which brings about growth, transfofm-
ation and complexity. Through time both mechanisms are at work.and
allow ap increasing complexity to be associated with (varymg degrees
of) inner stability and allocative efficiency. s

Our investigation fell short of the macroeconomic analysm of the.
patterns of change in the system as a whole. However, the analysis of the
nature .of technical advances and of sectoral dynamics hopefully set
some-sound bases for this task. We have identified the dual narure-and
the dual dynamics of technical progress. On the one hand, it increasesthe
efficiency of the system, by means of increasing fabour productivity: On
the other hand,.it creates new markets, expands existing ones and;
jointly, stimulates new investment opportunities. The static and dy-
namic mechanisms we found at sectoral level refiect themselves also in
the adjustment mechanisms and growth processes of the system as a
whole. At macroeconomic level, the economic system (as well.as—we
believe — other changing systems) embodies three fundamental forces.
First, there are laws of inner adjustment, which, holding best-practice

“technology constant, tend to increase the efficiency. of the system and

lower prices of production. We have already mentioned them: in
capitalist economies, competition, technological diffusion and capital
mobility are the driving force of static adjustment, which is described in
its competitive ‘ideal type’ by -classical (we could say ‘Ricardian’)
equilibrium models. Secondly, there are laws of quantitative expansion
(or contraction) of the system. In economies, like the advanced Western
variety, which are normally demand -constrained and demand—pulled as
regards the rates of macroeconomic activity, the autonomous items of
demand (investments, exports, public expenditures) determine the rates
of growth of output and the rates of utilisation of the workforce. The
process is the familiar one of Keynesian macroeconomics, both in the
short-run version of Keynesian multipliers and its long-term version of
‘Cambridge’ growth models.’® In this respect, the analysis of the
sectoral patterns of growth highlights the role of “autonomous’ invest-
ment associated with the emergence of new products and new markets.
Thirdly, there are laws of transformation, related to long-run changes in
technigues of production, demand patterns, relative sizes of each sector,
and industrial structures.
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The foregoing analysis shows how technical change is ‘intimately
related to all three fundamental forces of the system and is a major
‘engine’ of all of them.’® The aim of the present work has been to
investigate some aspects of the ‘microbiology’ of technical change, its
determinants .and its impact on the structure of each sector at both
national and international levels, in ways which appear to us consistent
with the macroeconomic analysis of the long-run trends of growth and
transformation. .In many respects, our work ends where Pasinetti’s
(1981) begins. Although it is by no means easy to link our-discussion
with Pasinetti’s model,?® we can say that the latter provides the ‘macro-
co-ordinates’ in -which the process of -technical change ‘takes
place, and the conditions of dynamic equilibrium which fulfil its dual
nature .in -terms of changing demand and changing conditions. of
production: our analysis has aimed to discover what actually happens
within each sector, while Pasinetti’s model-concerns what must happen

at ‘macroeconomic lével owing to the patterns of interdependence’

between sectors and to the trends in income distribution. The properties
of technical change which we analysed at the level of an individual
industry are broadly consistent with the macroeconomic features of an
economic system whereby. there is a limited homeostasis between the
mentioned dual impacts of technical advances. Two implications, in
particular, are worth stressing. First, our industry model tried to show
how technical .change affects costs and prices. The latter exert an
important influence on the rate of diffusion of innovations and thus on
the dynamics of demand, However, there is nothing in the microecon-
omic patterns of technical change which necessarily guarantees that the
baskets of demand and the relative prices, 50 determined, are those
which will yield full employment of the labour supply. Second, our
investigation supported the hypothesis that constant, or more often,
increasing returns are the norm. both for individual industries .and
individual firms. Production is generally limited by the size of the
market, These two properties, taken together, are clearly consistent with
the “Keynesian spirit” of Pasinetti’s model whereby a) the levels of
activity of the system are limited by aggregate demand and b) price-
related mechanisms of adjustment are not sufficient to guarantee full
employment of the available resources.

The adjustment and transformation mechanisms operating within
each economy find their counterparts in the international arena. In
particular, we have analysed the determinants of international com-
petitiveness, for given international technological asymmetries, and the
resulting dynamics of international specialisation. As in the closed
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cconomty coniext; “we bad te abandon the misleading idea: that:
technology is a free good. It is not, and even if it were, the ‘fundamentat.
rule of appropriation” of capitalist economies would tend to transformit
into an - asymmetric asset of some -companies {and, often, as-a:
consequence, of some countries): c il
* The behavioural rules of ‘static’ adjustment based on the search for
minimum-cost conditions of production (holding best-practica-tech--
nology constant) are; in their nature, identical to those which operate:
between firms and between sectors within-each economy. In thisrespect
capital'is truly internationalist. Some context conditions, however, are
country-specific, and the patterns: of international specialisation stem.
from the interplay between international technological asymmetries:and
international differentialin wage rates. Again, the model allows a:link
between statics ‘and dynamics. In a: world characterised. by technical-
change and innovation, the dynamics of international specialisation can
be represented by moving trade-offs, affected by (a) technological
diffusion, which, as such, is a convergence mechanism between countries;
{(b)-technological innovation, representing, ceteris paribus, a divergence .
mechanism, and (c) the relative trends in wage rates. The macroeco-
nomic interdependénce between national ECONOMIC SYStems operates on
the grounds of these basic trends in international technological asym-
metries, differential wage rates and patterns of sectoral specialisations:
In this respect, the aggregate levels of exports and the import pro-
pensities of each country find their microeconomic explanation (both at .
each point-in time and in terms of changes) through the evolving
relationship between ‘technology gaps’ and cost differentials. In this
sense, ‘Ricardian’ adjustment processes are the ‘static’ counterpart of a
dynamics based -on technology gaps. :

A particularly intricate question we had to tackle was the role of
industrial organisations. Since we put inter-firm asymmetries, as-
sociated with more or less temporary oligopolistic positions, at the
centre of our analysis, we could not maintain the handy, although— in
our view — misleading, hypothesis of atomistic and purely reactive firms.
On the contrary, the analysis implied a view of firms as complex
institutions, facing an uncertain future and capable of some (even.if not
infinite) degrees of freedom in shaping their own future and environ-
ment. The accounts of the question we generally find in the established
economic literature are strikingly weak and unconvincing. Traditional
(neoclassical) microeconomics in particular give us a totally indeter-
minate ‘theory’; itis not actually possible to know what any oligopolistic
firm will do without knowing what they think about what everyone else
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thinks.. A" different kind. of indetermination is implied-in what .are.

generally called managerial theories of the firm. These theories try to
find regularities in the objectives and patterns of behaviour of oligopol-

istic actors. In that, they open up the fruitful field of investigation into.

the nature of firms as institutions with an-inner structure and possibly
different goals. However, they appear.to be unsuitable o -anajyse the
regularities in-the. relationship -between “structural (including - tech-
nological) conditions and configurations of the system.(i.e. the perform:

ance variables). In this task classical economics cannot be of much help:

either.. We:could say, using again the example from physics, set forth in
the.introduction to this book, that classical economics tried to-establish

the principles.of thermodynamics (i.e. the bread laws of motion of the-

system) without ‘being too much.concerned with Brownian motions (i.e.

the behavioural microfoundations of these laws). A complete theory, in

this respect,-has still to come, E RPN E PR
“We approached the problem utilising what ‘we consider to be two

complementary ‘models. First, as mentioned, Nelson and Wintet's.

evolutionary models represent a theory of regularities in institutional
behaviours which-embodies also powerful predictions on 1he patterns
of-interaction between firms and environment. In the thermodynamic

metaphor,:it 1s-a seminal attempt at:a theory of the Brownian motion.: -

Secondly, we suggested.an approach that we called, for want of a-better
name, ‘a weak structural model’. The sense of it is the “following.
Structural - eonditions, including —-of paramount importance - tech-
nological asymmetries, define the degrees of freedom firms have in their
actions. Within these degrees of freedom they behave ¢ la Nelson—
Winter. The weak structural theory indicates a definite range of possible
configurations of the system associated with-a given set of structurat
conditions. So, forexample, if we call a certain structural state, x, we can
predict that, say, profit margins will be between ¥, and y,. We are also
able to make dynamic predictions of the following kind: if structural
asymmetries - {x} increase, for unchanged behavioural regularities,
margins ( y) will also increase and vice versa. Moreover, the outcomes of
the behaviours of yesterday (say, in terms of the choice of a level of
margins, and associated market shares, within the range between y, and
¥ )become part of today's structural data. In other words, through time,
history ‘becomes structure, while ar each peint in time structures shape
history. Putting together the evolutionary model of behavioural re-
gularities in changing environments and the ‘weak structural model’ of
the relationship between structural states and possible configurations of
the system, we can move a step forward linking. in our thermodynamic
analogy, Brownian motions and thermodynamic macrostates.
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Analytical preblems in social sciences are:often complicated -by the
fact that they embody a particular relationship between what we.could
caill -structures.-and freedom.?* - If micro .behaviours are. not ‘entirely
constrained and are capable of affecting their own environment and the
future, strict determinism is bound to neglect the existence of a range.of
possible worlds which can emerge, holding structural constraints fixed.
Conversely, behaviours -and rationalities which inform them- are.not
unbound. Moreover, the degrees of freedom of the actors are asym-
metrical and somewhat hierarchical. We saw- that, for example,-in
relation to innovative activities and pricing behaviours, innovators.and
minimum-cost firms-could enjoy a wide range of behavioural options; as
compared. to technological laggards and ‘marginalfirms’. Competitive
processes, in the form of innovative/imitative activities, capital mobility
and entries/exits, variations in prices and quantities (i.e. both ‘dynamic’
and ‘static’.competition), prevent the asymmetries from exploding, often
curb the exclusive advantages of the most successful actors and do not
aliow: prices to ‘move too far away from the ‘centre of -gravity’
represented by the .cost of productions. QOver time, -the structural
boundaries to the actions of the agents change and, with that, also
behaviours and overall performance outcomes. In some ways the
complementarity between Nelson—Winter evolutionary models and our
‘weak structural model’ can be described in that the former consider the
system sub specie libertatis, starting from what the actors plausibly do
and how they interact, while the latter considers it sub specie necessitatis,
focusing on the boundaries which constrain the microeconomic degrees

of freedom and their effect on the shape of the boundaries of the possible

performance outcomes. A lot more could have been formalised. We
hope, however, that our discussion, for a good part of a qualitative
nature, has helped to suggest an outlook and a methodology. The results
of the application of that outlook to our case study appear to be
encouraging,

On empirical grounds, we studied the case of the semiconductor
industry. In many respects, semiconductors are an ‘ideal type’ of a
radically new industry emerging out of new scientific principles and
shaped by the joint effect of institutional intervention and
“Schumpeterian’ competition. We had the possibility of observing the
process by which a new technological paradigm becomes dominant and
determines a ‘trajectory’ of technical change. Contextually, different
innovative capabilities yielded powerful asymmetries between firms,
and associated oligopolistic positions, upset only by further vintages of
mnovative products. An interesting empirical result that we obtained in
this respect concerned prices and margin determination. We know that
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the ‘semiconductor industry is characterised by fierce competition.
However, our tests on the American industry show that this does not
induce demand-related fluctuations in prices with respect to costs. In
other words, inter-firm oligopolistic asymmetries allow a relative
stability of mark-ups on variable ‘costs. Prices in the industry have
shown an impressive fall in monetary terms and, even ‘more 50, in-real
terms. The determinants of this fall are proper technical change and
‘learning-by-doing’ which produced a striking fall in unit variable costs
andastriking growth in labour productivity. The analysis allowed us to
give & precise meaning 10 what is often referred to as ‘non-price’
competition: the dynamics of innovative leads and lags, market pre-
emption and ever-changing inter-firm asymmetries reépresent the crucial
competitive engineof the industry, even if an auction-like determination
of prices is absent, + . - . S .

The . semiconductor industry highlights also the impact of ap-
propriable technologies on international trade flows and international
investment. Inter-firm technological asymmetries refiect themselves in
international technological differences. Whenever there is a virtuous {or
vicious) circle between company-specific and country—specific tech-
nological advantages (or disadvantages), we are then able to explain the
relative specialisations of the various countries in term of processes of
cumulative causation; seen through time, comparative advantageis, asit
were, a ‘joint production’ associated with the process of manufacturing
itself. : -

The emergence of radically new technologies represenis a major
factor allowing the disruption of entrenched oligopolistic positions and
the emergence of new companies and new countries as major producers.
We can observe this process in the case of semiconductors and, more
generally, electronics, with respect to Japan. A complex set of variables
allowed a very rapid successful catching-up effort and established Japan
as a major world producer. There is no ‘natural’ inevitability why this
should have occurred: institutional and policy variables played a cructal
role in the process, which — on the contrary — did not happen in the case
of Europe,

We have not discussed the question of policies at any length, apart
from their effect on the direction of technical progress and on the
technological capabilities of the major Western producers. We deal with
the question in another work (cf. Dosi, 1981a). Let us mention,
however, one important implication of our analysis. Varying degrees of
approprability and cumulativeness of technical progress, at both
company and country levels, correlated with inter-firm and inter-
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country technological asymmetries, determine highly variable «degrees -
of dynamic efficiency of the market mechanism. Whenever a ‘tech-
nological paradigm is established, it is likely that endogenous market
mechanisms operate satisfactorily in fostering further innovations
within the first-coming country(ies). This might not be so in the case
of .other countries which are not on the technological frontier, - 1f
technological advances are somewhat cumulative and if there is'some
dynamic relationship between company-specific and country—s$pecific
technological advances, market allocative mechanisms alone might be
‘perverse’ in the sense that they might not induce any technological
convergence between countries.- SR

it was not-possible to-analyse the impact of the semiconductor upon
the sectors which directly or indirectly use them. Qur few notes on the
transmission  mechanisms of technical progress throughout the
economy can be considered as scattered introductory remarks to
the wider question of the ‘microelectronics revolution’. In this respect,
the present analysis of the semiconductor industry only refers'to the
generating core of the process which affects (and, even more s0, is going
to affect) the entire economy. _ o

Throughout the history of the capitalist economy, MAJor MAacroeco-
nemic and social changes have often been linked also with technological
revolutions, such as steam power,; electricity, and the internal combus-
tion engine. Microelectronics is likely to have a similar impact on
economic trends and social structures. We hope that this book has
helped to analyse the process by which technical progress emerges and is
incorporated within economic structures, and the dynamic linkages
which transform microeconomic impulses and behavioural constraints
into broad trends and patierns of transformation.

NOTES AND REFERENCES

1. This point is made by Freeman (1974) and Rosenberg (1976).

2. Mansfield’s estimates are based on a logistic similar to those used in
representing epidemic diffusion. A through and critical survey of diffusion
curves is in Davies {1979), who provides also different estimates of, and a
theoretical backing for, cumufative log-normal curves, based on a PROBIT
model of stochastic diffusion: For a eritical discussion of the lmitations in
current approaches to the diffusion of innovations, see Gold {1981). Foran
analysis of several case studies on international level, cf. Nabseth and Ray
(1974).

3. Cf. Metcalfe (1981) and, for an expanded model, Metcalfe (1982).
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- We have some reservations on.the way that model describes the diffusion on
the supply side, which is assumed to be restricted by productive capacity and

an upward-shaped cost curve for the innovative producers. We cannot go
through a detailed critique of the model, Let us just remember that we find
o reason to believe the generalised existénce of *Marshallian™ upward-
stoping supply curvés, neither in the short term nor'in the long term. This
stems from.our argument in Chapter 3 on the trends in costs and prices
under conditions of technical change. We believe, however, that the basic
properties of the model hold even under conditions of non-increasing unit
costs of capacity expansion. o ' '

. This' is thoroughly -analysed by Rosenberg (_1974) and by Von Hippet

(1979)... :

. Strictly speaking, this second factor does not apply 1o consumer goods. In
"this latier case, however, improving market-penetration technigues, learn-

ing market preferences, improving product performances, inventing new
‘needs’, and, more importantly, adapting to a changing social context play a
role similar to “the ‘problem-solving’ stemming from user—producer

interdependences. . :

. See, in‘the French literature, Perroux {1973); Lafay, Brender et Chevaliier

(1977); Toledano (1978). A thorough analysis of the filére électronigue is in
Truel (1980) and Lorenzi, Gaveau et Truel (1980). See also Pastré et
Tolendano (1975). We refer to the lagt three studies for the empirical
evidence surrounding many of the hypothéses we suggest in the text. In
English, sce the important analysis by Rosenberg (1979).

. See, among others, Tilton (1971); Golding (1971); Finan (1978).
. Note that this property of technical progress at both industry and company

levels is consistent with Nelson and Winter’s representation of it whereby
one defines (i) a ‘potential’ rate of techaical progress at industry level
{relaied to technological opportunity), (ii) an actual rate determinad by the
past and presentinnovative efforts of all companies within the industry, and
(iii) a rate of technical progress at company level which holds a stochastic
relationship with the R & D efforts of each company and is related to the
position that each company already occupies vis-g-vis the ‘potential’
frontier. ' ’ i

. The author is presently involved in research on this'subject at the Science

Policy Research University of the University of Sussex. For somg, pre-
liminary findings, see Pisano and Soete (1982). e

- Some evidence on the acceleration of the process of international diffusion

within multinational firms throughout the post-war period is in Vernon
(1975). See also Mansfield and Romeo (1980). )

- We have already hinted {cf. Chapter 4} at the question of the technological

impact of MNCs on the technological jevels of host countries. For a
thorough survey see Parker (1974) and the bibliography quoted there.
Although there is sufficient evidence on their favourable effect on tech-
nological diffusion. they are not likely to induce a reversa} in some kind of
technological ranking among countries. An indirect indicator of their
dynamic impact on ‘country —specific’ technological levels is the amount of
R & D) they perform abroad. This varies across sectors and across
companies, but the overall picture indirectly suggests that their amount of R
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& D in host countries is less than that which would have been undertaken by
an hypothetical domestic-owned MNC with identical size and charac-
teristics. For an econometric analysis of the propensity to investin R & D
activities abroad by American MNC’s, see Lall (1979).

The reader is referred to the classic works by Leontieff {1951); Barna (1952);
A. Carter (1970). _ _
For some evidence, making use of inter-temporal comparisons of ‘American
input/output tables, cf. the thorough analysis by Carter (1970} c
There is a common misunderstanding which we must warn against. It:is
sometimes claimed-that variable coefficients, production possibility sets,
etc., are the general case, which includes as a special case the fixed-coefficient
one. This is epistemologically wrong and’ theoretically: untenable On
epistemologicat grounds, it runs precisely against the Popperian critetion of
‘power’ of scientific models: the greater the possible states of the world-a
theory excludes, the tigher its ‘power”. Conversely, & theory which allows
many such states is not more ‘powerful’ or ‘general’, but simply approaches
tautology. It would be like saying that the Copernican theory is a particutar
case.of an astronomical theory which states that ‘the sun tusns around the
earth or vice versa’. On theoretical grounds, it is untenablé because
reversibility and variable coefficients, on the one hand, and irreversibility
and fixed coefficients, on the other, yield radically different properties of the
object of inquiry..

. We undertook our analysis in terms of margins, but our assumptions on

constant capital/output ratios. made margins and profit rates univocally
linked,
Say. ir a Ricardo-Sraffa framework.
Cf. Harrod (1948); Kalecki (1971); J. Robinsen (1956); Kaldor (1960}
Pasinetti (1974),
‘Innovation as the engine of growth’ is the title of an important contribution
by Freeman (cf. Freeman (1981)).
We “gcus's this at some greater length in Dosi (1982h).

ef, this is not 2 problem unique to social sciences. For a fascinating
discussion of somewhat similar questions in relation to thermodynamics
and biology, cf. Prigogine (1979).



Appendix I: A

Methodological Note
on the Estimates of =
Semiconductor Prices

No published series of prices and value added deflators for the semiconductor
industry are presently available. They have been constructed by the author for
the pericd 195876 {with a four-year gap between 1959 and 1962} refative to the
US semiconductor industry. The estitnates are based on data from the US
Department - of Commerce, Shipments of Selected Electronic Components
Annual Survey of Mamyfactures and Censiis of M. anufactures, various years. What
follows is a brief description of the procedures.

1.

Unit price indices for product groups. They are obtained by dividing values
ofshipment by quantities, in terms of number, for groups of products. In the
most recent period, we could obtain the index for eleven groups (sig-
nal transistors, power transistors, signal diodes, power diodes, Zener Diodes,
Tyristors, Analeg 1Cs, TTL ICs, DTL ICs, ECL ICs, MOS ICs).

- Aggregate price index. 1t is constructed by weighting each unit price index

through the three-year moving average of the share, in value terms, of each
product group in the total semiconductor value of shipments, Since the level
of disaggregation between product groups changes ovér time, we constructed
aggregate price indices for each period characterised by different leyels of
disaggregation, linking’ them by means of at least one yearthat they have in
common with the neighbouring period.

- Value added defiaior. The nearest we could get to a “double deflation’

procedure was based on the assumption that the physical inputs of materials
per unit of output did not change over time.

Let us call X the physical quantities of output, P, the unit price of output,
VA the ‘physical’ Value Added (as mysterious as it sounds), P, the value
added deflator, S the physical inputs of materials, energy, etc, P_the price
index of materials, etc. By definition we have: s

PX=P VA+PS i
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We can define also
PSIPX =K | 2
Substituting expression 2 into 1 and rearranging, we obtain '

P (VA/X) 0=k S

If the physical inputs of materials, etc., per unit of output are constant {which
mirrors the hypothesis of constant ‘physical’ value added per uunit of cutput
{V4/X), but it is a bit more intelligible'), then the deflator of value added
moves in the same way as the output price index multiplied by-one minus the
ratio of the value of material inputs to the value of shipments (1 — K}, We have
the latter and thus we can obtain a proxy for the value added deflator.

. Muerials and energy unit inputs index. Again under the same assumption as

above, the index can be obtained by dividing the index of total material and
energy expenditures at current prices by the index of output at constant prices,

. In order to fit the estimated equations of the form P = f(w/x + @), where w is

the hourly wage rate of a direct worker per man-hour, 7 is labour productivity
and arepresents materials and energy inputs, we obtained # as deflated value
added per direct man-hour. For the practical estimation of the function, we
constructed an index of variable input costs as a weighted average of w/n and
a, using the respective shares in variable costs in the base vear, 1972.

A few explanatory notes:

a} Owing to the way the price index has been constructed, it accounts for
actual prices and not list prices. This is an important advantage.

b) One of the limitations of the output index is that it is approximated by
shipments, thus neglecting changes in the inventories. This biases somewhat

-the estimates of both the value added deflator and the material cost index.

However, this is not likely to have any major effect on our regression
estimates.

¢) We are aware of the fact that there is quite a big difference in the trend
between our price index and the unpublished index utilised by the US
Department of Labour and corresponding to semiconductors and other
electroniccomponents (SIC 3674, 75, 76, 77,78, 79). As a result, output growth
at constant prices, in our estimates, is more than three times as high as in the
BLS (Bureau of Labor Statistics) index. In our view, the difference is due to
WO maln reasons;

1. First and foremost, the BLS index includes product categories whose
productivity growth cannot be expected to be very far from the US
manufacturing average {which has been well below the semiconductor
rates). These products account, on average, in that index for more than
half of the total weights.

2. The established procedure of BLS of using fixed weights for averaging 7-
digit product groups (those which roughly correspond to our ‘unit price
indices for product groups’) into 5-digit industries may underestimate, in
the semiconductors case, the price fall which is highest in new products (for
the reasons discussed in the texe)?,
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1. Note, however, that this is very near the convention that value added at
constant prices approximates some kind of unchanging physica! product,
2. BLS utilises moving weights {shares in value ferms) in order to obtain the
aggregation from 5- to 4-digit industries.
I am very grateful to Dr Jerome A. Mark from the US Bureau of Labor
Statistics, for his kind help with data and valuable clarifications.

Appendix II: Patterns of
Technical Change, Relative
Costs and International
Specialisation: Some
Properties of Absolute and
Comparative Advantages

In the text we define an equation of the form
A= NG Of) iB

Let us neglect for the time being the industrial organisation variable (0;) and
focus on technology (;) and unit vadable costs {C;} as determinants of
international trade performance (X} in sector i, We suggest that this relationship
captures the proximate determinants of international competitiveness and
specialisation even if it neglects income distribution between wages and profits.
We must justify the hypothesis by means of some theoretical considerations on
the patterns of technical change and a few ‘stylised facts’.

The international technological asymmetries determine the patterns of
absolute advantages. In this respect the innovative tests undertaken by Pavitt and
Soete (1980), Soete {1980} and (1982), of equations of the form

X, =f(T3) 2B

show the crucial importance of these absolute advantages in 2 good number of
sectors. In the text we suggest that international technological asymmetries {i.c.
absolute advantages) define the boundaries of the universe within which cost-
based (and, in primis, wage-based) adjustments take place. In this simplified form.
the model rigorously holds when labour is the only variable input and — more
important —there is no capital input. If capital inputs exist, then one must take
into account income distribution and the effects of different profit rates on the
choice of techniques and patterns of specialisation. However, we are going to
argue, the model remains a good approximation to the real world, even under
these circumstances.

307



308 Some Properties of Absolute and Comparative Advantages

Let us recall some properties of a model characterised by reproducible capital
goods and non-decreasing returns in production:!

1. The choice of techniques is not influenced by variations in the wage rate as
long as the rate of profit does not change.

2. International differencés in wage rates do nor influence the choice of
techniques, if {a) each country has access 1o the same techniques for the
‘vertically integrated sector’ directly and indirectly activated by the produc-
tion of a certain commodity,” and, (b) every country is characterised by an
identical rate of profit.

In conjunction with these theoretical properties, we may consider the following
‘stylised facts™ . | S : : - '

3. International differences in profit rates are relatively Limited, so that an
hypothesis of an internationally identical rate of profit is not any big violence
to reality, '

4. One of the fundamental characteristics of the technological trajectories
of .progress (as analysed in Chapter 2)°is the trend towards mech-
anisation/automation of production and the substitution of ‘machines’ for
labour, - . ) . :

5. The same process occurs ini the manufacturing of the ‘machines’ themselves.
Moreover, product insiovations in the ‘machine’ sector con tinuously tend to
increase their productive capacity in physical terms,

The joint consideration of these five points provides a ground for the
following hypotheses:

a) The nature of technical progress and the patterns of income distribution are
such that; in general, capital/output ratios are roughly constant both ever time
and across country.®

b} Technological trajectories are such that there are likely to be inferior and
superior techniques, for every income distribution.
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Figure A1 Wage-profit frontiers defined by each
technigue
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Ficure A.2 Labour productivity and mechanisa-
tion/automation of production

These hypotheses are illustrated in Figures A.1 and A.2. Harrod’s neutrality of
technical progress implies that an increasing mechanisation of production (as
expressed by increasing capital/labour ratios, in Figure A.2) correspond 1o
proportional increases in labour productivity, so that the capital/output ratio
remains uachanged.* Moreover, ‘new’ techniques are unequivocally superior to
‘0id” ones.” Suppose technical progress produced a new {more mechanised)
technique (m; > m,} vielding 2 higher labour productivity (n, > n,). New
techniques will also define wage-profit frontiers {e.g. W, R, in Figure A.1) which
are superior to old ones (e.g. W) R), irrespective of income distribution: in our
illustration, for any given profit rate {r*}, the new technique determines a higher
wage rate (w, > w,), and vice versa.

Conversely, suppose the two techniques belong to two different countries, at
any given time: for an identical profit rate, the less developed country has an
‘inferior’ technique, characterised by lower mechanisation, lower labour produc-
tivity, lower wage rates and an identical capital/output ratio. The ‘stylised facts’
recalled above make us believe that this is actually the general case in modern
economic growth. The process of development and catching-up acquires —in this
framework —an unequivocal meaning: it is the process of diffusion of strictly
superior techniques.®

As regards the implications for international specialisation, note that the
‘backward’ country may well find a ‘comparative advantage’ in the commodity
to which the two techniques refer, whenever wage rate differentials more than
compensate the absolute technological advantage of the *advanced’ country: in
our case if the actnal wage rate is below w, (Figure A1),

It is essentially a ‘comparative advantage’ because, as we argued at greater
length in Dosi (1982b), wage rates, expressed in international currency, bear a
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rather close relationship with the average technological gap/iead.of the tradable
sector as a whole, -
The model has three important consequences:

1. The nature of technical progress is such that processes of factor substitution,
at a given state of the techniques, are analytically irrelevant. in other words,
production functions do not help us in nnderstandin g international specialis-
ation even in a static framework.

2. International differences in labour productivity express technology gaps in
relation to techniques that can generally be unequivocally ranked.

3. The relationship between wages and productivity is generally an adequate
measure of those factors of competitiveness related to costs and prices and,
thus, to the ‘Ricardian’ adjustment processes taking place in relation to given
international technological asymmetries.

If our argument is correct, in relation to (a) the proximate international
equality in profit rates, (b) Harrod neutrality of technical progress, and
{c) unequivocal inferiority /superiority of techniques, then the model presented in
the text rigorously applies also t0 economies characterised by capital inputs and
positive profit rates. The discussion on the nature of technical progress suggests
this to be generally the case. . :

Needless to say, no factor-price equalisation may take place for a given state of
the techniques available in each country. Wage rates may only converge, in a
dynamic context, if the rate of diffusion of the ‘best’ techniques is higher than the
rate of innovation in the ‘advanced” country.” '

A final ‘remark is required in- relation to the nature of the ‘Ricardian’
adjustment process. - If {a) the productivity coefficients appearing at the
denominator of the labour unit cost variable were identical across-all the firms of
a country's industry, and (b) the adjustment processes were instantaneous, for
given technological asymmetries, then the cost-based adiustment conld lead to
absolute specialisations.® However, it should be clear from the discussion of
Chapter 3 that technological asymmetries (in terms of product technology and
labour productivities) characterise also the universe of firms within each
national industry, so that the Tand C coefficients for each country are averages of
a distribution. Thus, they explain average levels of competitiveness. There may
always be at least a “tail’ of the distribution of domestic firms which shows a
relatively high level of competitiveness. Moreover, processes adjustment are by
no means instantaneous: inreal time, cost-based adjustment processes for g given
state of the technology (i.e. ‘static’ adjustments) are intertwined with dynamic
processes of technical innovation and imitation, so that the static ‘equilibrium
points’ may well never be reached.

NOTES AND REFERENCES

1. The points which follow are thoroughly discussed by Pasinetti (19811

2. cf. Ibid. pp. 195-7. Note that by ‘identical iechniques” one means also the
import content associated with each of them and the related terms of trade.

3. A possible exception, if any, is that less developed countries might show, for

. For a discussion of all notional possibilities in t
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identical techmigues, a higher capitalfoutput ratio due to a lower impact of
wages on the total value of output. On the issue, cf,, again, Pasinetti {1981}

- The capital /output ratio (K/Y) in Figure A.2 is expressed by the angle formed

by the L © line and the x-axis.

he choice and change-in
techniques, see Schefold (1976} and (1979). . RS

. Theargument is perfectly consistent with the seminal modél ‘by Nelson’(f963}.
. We discuss the issue at greater length in Dosi (1982b).
- As inthe original Ricardian model or in Steedman {1980). Under the two just

mentioned conditions, absolute specialisation would be likely to-take place
irrespective of whether the pre-trade and post-trade profit rates have a unigue

-value throughout: the economy {as under ‘competitive conditions’) or.are a

vector of rates (as under oligopolistic conditions). The rigorous conditions
for the choice of techniques under competition and monopoly in a generat
‘Sraffian’ framework are discussed by Parrinelio (1982). .
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