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Abstract

We analyze subjects’ eye movements while they make decisions in a series
of one-shot games. The majority of them perform a partial and selective
analysis of the payoff matrix, often ignoring the payoffs of the opponent
and/or paying attention only to specific cells. Our results suggest that subjects
apply boundedly rational decision heuristics that involve best responding to a
simplification of the decision problem, obtained either by ignoring the other
players’ motivations or by considering them only for a subset of outcomes.
Finally, we find a correlation between types of eye movements observed and
choices in the games.

Keywords. one-shot games, eye-tracking, similarity, categorization, focal

points, individual behavior, experimental economics, behavioral economics

JEL codes: C72,C91, D01, D83

! Luiss Guido Carli, Department of Business and Management, Rdiady.

giovanna.devetag@gmail.com

2 SBSEM, ECARES, Université Libre de Bruxelles, Bruxelles, Belgium
sibilla.diguida@gmail.com

3 Department of Cognitive Science and Education, University of TrentaCanter for mind
and Brain Sciences, University of Trento, Rovereto, Italy. luca.polomnit@it



1 Introduction

Most theories of behavior in games are based on the two fundamental
assumptions of strategic thinking and optimization (Camerer, Ho, and Chong
2009: the former meaning that players develop beliefs about the lieigvior
of other players, the latter implying that subjects best respotites® beliefs.
Models that incorporate bounded rationality (however defined) allow beliefs and
choices to be both heterogeneous and out of equilibrium, particuldole ey
learning process takes place: i.e. in games that are playgdrd orin initial
behavior in repeated games. For example, models of limited cognitedm é3id
Wilson 1994, 1995; Nagel 1995; Ho, Camerer, and Weigelt 1998; Costa-Gomes,
Crawford, and Broseta 2001; Bosch-Domnech et al. 2002; Crawford 2003;
Camerer, Ho, and Chong 2004; Costa-Gomes and Crawford 2006; Crawford and
Iriberri 2007a; 2007b) typically assume that players vary in thbility to
perform iterated reasoning, and believe that other players artogi#eform less
steps than themselves (Camerer, Ho, and Chong 2004). However, players are stil
assumed to form a correct mental representation of the strategios at hand
(i.e., to put it crudely, it is assumed that players know and understaokd game
they are playing), and to apply forms of strategic reasoning tlwat atlem to
form a model of the other player(s), however imperfect and incormetyibe.

However, isolated but important recent results seem to quebgovatidity of
these fundamental assumptions. Costa-Gomes and Weizsacker (2008) show that
choices argon average, inconsistent with beliefs and subjects fail toresgond
to their own stated beliefs in roughly half the games beingdeflevetag and
Warglien (2008) show that subjettmental models are systematically (and
mistakenly) simplified, so as to reduce the game payoff structure dromxed
motive to a pure motive one. In a series of dominance solvabssiggegames,
Rydval, Ortmann, and Ostatnicky (2009) show that nearly two thirds of
experimental subjects show reasoning inconsistent with dominalticeyugh a
quarter of them actually do choose dominant strategies. Using ¢hieaeking,

Arieli, Ben-Ami, and Rubinstein (2011) show that subjects facing tweries



often compare prizes and probabilities separately, rather than egtgnsiv
analyzing the whole structure of each lottery, as suggested bytedpatility
theory In Weizsacker (2003)subjects behave as if they underestimate their
opponents’ rationality or ignore other playérghoices when making their own
decisions

The evidence cited above points at two strictly intertwined phenanfest,
some players ignore other playemnotivations and incentives, possibly to
simplify a choice problem that is perceived as cognitively celing. Second
players apply decision heuristics that do not involve orthodox stratggoning
and that are not based on a mental model that corresponds to tgenrdeing
played.

Here, we hypothesize that in one-shot games subjects best resp@nd to
simplification of the original decision problem, obtained eithgrignoring the
other players motivations or by taking them into account only for a sabsdit
possible game outcomes. Di Guida and Devetag (26H@v that it is possible to
induce systematic and predictable changes in plabetsaviorby manipulating a
game set of descriptive features (i.e., features that carabgeth without altering
the game equilibrium properties). They suggest that descrigaterés provide
attractive solutions to subjects using boundedly rational heuri€iol/ when
these features are removed, subjects exert more effort into thinkanggecally,
and in some cases, choose Nash equilibrium strategies.

A recent approach to the study of gaming behavior aimed to shwdolig
players’ strategic reasoning includes the use of process data. The analysis of
information search patterns, together with a classical analysis of subjects’ actual
choices, allows investigating the subconscious mechanismseabakis of
strategizing. Techniques like mouse-tracking (Costa Gomes, Crawfodd, a
Broseta 2001lJohnson et aR002 Brocas et al. 20)3eye-tracking (Arieli, Ben-
Ami, and Rubinstein 2011; Chen, Huang, and Waeag9 Knoepe, Wang, and
Camerer 2009Wang, Spezio, and Came2010, and fMRI (Bhatt and Camerer
2005) allow researchers to catch a glimpse of the cognitive mecigadrsving

human strategic behavior while keeping them subconscious, and therefore



avoiding the noise produced in the phase of “elicitation” (i.e. when subjects are
asked to explain verbally why did they act in a particular way).

In this paper, we analyze subjéctye movementr “lookup patterns”) when
playing the games presented in Di Guida and Devetag (2012) to tabewtie
information search patterns the subjects exhibit are more cotepatith
“boundedly rational heuristitcsor with the “best responding to beliéfs
hypothesis. Our data substantially confirm Di Guida and Devetag (20si#)sre
Analysis of lookup patterns shows that subjects perform a partial textise
analysis of the game, often ignoring the payoffs of the opponetbrapalying
attention only to specific cells of the matrixhd two most frequent eye-
movements are those connecting one’s own payoffs associated with a specific
strategy (i.e., payoffs lying on the same row of the matrix), anc tbmsnecting
the two players payoffs within each cell. We also find a correlation between
choices and lookup patterns: subjects who choose more often the sivittetine
highest average payoff for themselves tend to exhibit the first aypeye-
movement, while subjects choosing the strategy leading to an attf@defioed as
a focal point with or without the equilibrium property: see Di Guaehd Devetag,
2012)more frequently tend to compare payoffs by cell. Finally, subjeltspick
the equilibrium strategy exhibit several different types of lookupepait
revealing a more refined game analysis and the use of sopteidtdzrision rules
that thoroughly take into account moves of the opponent.

Our findings strongly support the hypothesis that subjects in one-ghesda
normal form apply boundedly rational heuristics that are based on aft&chpli

model of the true situation.

2 Games, Experimental Design, and Behavioral Predictions

2.1 The Games

As we are interested in initial behavior only, we implement adom

rematching scheme with no feedback (as in Costa-Gomes, Crawford, caedaBr



2001) in order to minimize leaing and “repeated game” effects. The payoff
matrices used in the experiment are listed in Figure 1.
Table 1 about here

The basic games (see Di Guida and Devetag 2012) are: a gdme strictly
dominant strategy for the column player (henceforth, DomCol gamegmnee
without pure strategy Nash Equilibria (noNE), a game with a single pategst
Nash Equilibrium but not solvable through iterated elimination of dameha
strategies (UnigNE), a modified Prisoners’ Dilemma (PD), and a Weak Link
coordination game (WL).

As in Di Guida and Devetag (2012), we are interested in the effects produced by
two descriptive features: the variance of the strategy giviaghtghest average
payoff to the player whose behavior we intend to observe (henceforth k), a
the presence of an attractor (henceforth A). An Attractor is any aetaining
Pareto-efficient and symmetric payoffs, located at theeceof the matrik
Except in the Weak Link game, our attractors are not equilibria.

To identify bothfeatures’ separate and joint effects, we created a matrix for
every possible combination of features. Six matrices were therefeated for
each base game, for a total of 30 matrices: HA with low vagiamc Attractor,
HA with middle variance and Attractor, HA with high variance andaktior, HA
with low variance and without Attractor, HA with middle variaraxed without
Attractor, HA with high variance and without Attractor.

To facilitate our exposition, we refer to each matrix by the acradgmtifying
the gameaype, and by two acronyms identifying its features: “A” means a matrix
with an attractor;"NA” a matrix without attractor, and “Low”, “Medium” and
“High” the three levels of variance of the strategy with the highest average
payoff.

Sincedue to matrices’ construction constraints we are only interested in row
players behavior, all descriptions of features and matrices déalthe row

player’s perspective, unless otherwise specified.

* In the Weak Link game all symmetric cells were positioned along the maiondiafjom
the highest to the lowest payoff



Given the structure of the matrices, we assume that agents rnalosi row
containing the attractor do so because of the attractor itself. fdtresréhe row
containing the attractor is labeled as “A strategy”. Same holds for the row giving
the highest average payoff, labeled as “HA strategy” (see Di Guida and Devetag
2012 for further details of the experimental design)

All versions of each game are created by modifyingstelbntent as little as
possible and by maintaining unaltered the pure strategy Nash Equilibadew
cases, these changes added new Nash equilibria in mixed stralieg@aseme
cases, two matrices differed by a single cell. Except in oriexnfe&/L A L ow),
the average payoff of the HA strategy remained invariant: only stsilmition
was modified as to change the value of payoff variance.

In DomCol, noNe, and UnigNe, matrices without attractor are obtained by
breaking the symmetry of payoffs and by substantially reducing payoff
magnitude. For the PD we are obliged by the game structurkntmate the
attractor by breaking payoff symmetry only, without a significant recluan
payoff size. In the Weak Link, given that the attractor is ghgoff-dominant
equilibrium, we simply move the corresponding cell out of the main diagonal.

We keep our strategies of interest separate whenever possible. For example
the DomCol game, Row 1 identifies the HA strategy, Row 2 thaakesty, and
Row 3 the pure strategy Nash Equilibrium stggtéhenceforth EQ). In the PD,
however, EQ and HA necessarily coincide. To avoid spurious effecteodbe
position of the strategies in the matrix, we always keep the osifi every
strategy fixed in the different versions of the same garseprtty exception being
the WL game

2.2 Experimental design and implementation

The experiment was conducted at the EPL lab (Experimental Psygholog

Laboratory) of the University of Trento. Because of the peculiaackenstics of

® Results in Di Guida and Devetag (2012) suggest that the positiontaftegy does not
affect its frequency.



eye-tracking experiments (and, for that matter, of fMRI experimemneisnon-
standard experimental procedures were employed. Knoepfle, Wang, Camerer.
(2009 conducted experiments with sessions of 6 subjects, only one (or two) of
which were monitored with the eye-tracker. In Kuo et al. (2009) the subject
participating in the fMRI session was paired with another sulljaetn randomly

from a pool of possible opponents who had previously participated in eatepa
session. In both experimentsnonitored subjects did not see the other
participants.

We adopted a design similar to Kuo et al. (2009). As we are only irgerest
the row players’ behavior, we collected eye-tracking data for row players only,
and matched each row player with a column player drawn at random Heom t
pool of subjects participating in the experiment in Di Guida and DeV2ti).

The pairings differed across games.

A total of 43 subjects were eye-tracked, all playing as row pl8efore the
experiment started, a printed copy of the instructions was givée subject and
read aloud by the experimenter. Control questions were administeredute ass
that the mechanism of the experiment was understood

Subjects were explicitly told that they would play in the roleosf player, and
that their choices would be matched with those of other subjecthatiagtlayed
before. It was specified that the payment would be calculated b@sethe
outcomes of 3 randomly selected games. The mechanism of randonoselexdi
made explicit.

For the eye-track record, a head mounted, video-based eye tracker, model
“EyeLink”, version 1.11 was used. The software for the decision tasks was
written in Matlab, using the Psychophysical Toolbox version 2.5.4 and #e Ey
Link Toolbox version 1.4.4 to interface it with the eye-tracker hardware.

During the calibration procedure, subjects were asked to fix nine poiatedoc
in different parts of the screen, to allow the experimenter to record teyen

and head position. The calibration was followed by a validation phase, identical to

®A translated copy of the instructions and control questions are reportegémdix A and B.



the calibration one, aimed to verify whether the recorded positions were
sufficiently accurate. If necessary, both calibration and validation weretedpea

Before the beginning of each trial a drift correction was performedegin
the trial, a fixation point coincident with the last point of thdtdmrrection had
to be fixed for 300 ms (last point of the validation phase for the fiastaf each
block).

The fixation point was located at the bottom of the screen, outsidardiae

covered by the matrix, to minimize biases related to thergiaiikation point.
Most of the subjects moved directly from the fixation point to thel@éipcorner
of the matrix, showing a natural tendency to process images witm@yements
going from left to right and from top to bottom. This is a well-knohias
associated with western writing conventions (Abed 199133 Boland, Nisbett
2005; Ishii et al. 2011).

After the cameras were calibrated, subjects played four pradimesy The
games were then presented in three blocks of ten games each, tsuddjetis to
take a short break and to re-calibrate cameras if necessaryprder in which the
30 matrices were displayed was random and differed across subjectti@nce
experiment was concluded, subjects had to complete a series abmjests
aimed at measuring cognitive abilities, personality traits, argtedeof risk
aversion.

After completing the questionnaire, subjects were presented two liengrst
containing 30 tags, each corresponding to one of the matrices played,ahd sec
containing 20 tags, one for each possible opponent. They were then asked to dra
3 tags from each urn, to select both the games and the opponents trtht woul
determine their earnings.

The experiment lasted on average one hour, and average payment wagsl0 Eur
(the average payment was calibrated according to the EPL lab guidelines).

As said, participants always played in the role of row playersa¢h eound,
they hado select their preferred strategy by pressing the keys “1”, “2”, or “3”, on
the keyboard. Their hand was positioned on the keys before calibrating the
cameras and they had the chance to practice before the expetianiat £ach

key corresponded to one row of the matrix.



No feedback was given to subjects until the end of the experimemider not
to increase pupil dilatation during the experiment, the matrixdeagned with
white lines on a black background. To minimize noise, information displayed on
the monitor was limited to payoffs only. Strategy labels wemiedited, as it was
straightforward forsubjects to remember (once explained) that players’ actions
were labeled according to the order in which they appeared, from top ¢onbott
and from left to right. In addition, payoffs were positioned as far aslpedrom
each other, with row and column player payoffs at different latitud@s. miade
the classification of eye movements easier and less ambiguoudsrtiier avoid
confusion, the two players’ payoffs were presented in different colors. Finally, no

time constraints were imposed on subjects to choose their strategies.
2.3 Eye-tracking data

At each round, subjects are presented with a 3x3 payoff matrix. [ebr ea
matrix, 18 areas of interest (AOIs) are defined, one for each of thaylfifg
Figure 1 shows the areas of interest, where the small numbers in itatict tbp
labels used to identify each of them. Each cell contains twe areanterest,
centered on the row and column playgrayoff. The AOIs of the row player are
numbered from 1 to 9, whereas those of the column player from 10 to 18.

AOIs do not overlap, nor cover the matrix area entirely, but only half of it
approximately. In this way, AOIs include only eye-movements whose
interpretation is not ambiguous. Although a large part of the matrinots
included in any AOIs, the majority of fixations observed fell inside the AOIs

For each subject and round, we record four types of variables. Thievbrare
how many times (fixation count) and for how long (fixation time) a subject éixes
point inside (but also outsifilean AOI. Since these two variables are usually
strongly correlated, we will mostly refer to the first variable (fixa countor
simply fixation). The third and fourth variables are the number and type of
transitions, i.e. the eye-movements from one AOI to the next.

Figure 1 about here
Considering all possible pairs of AOIs and assuming that each paibeca

connected by two transitions (one for each direction), the number of wassiti



that could be potentially observed equals 324, including transitionsnvilibi
same AOI. However, only a subset of these is informative for our purposes.

We consider the following five types of transitions (where AOI R corresponds
to the AOIs of row playefspayoffs (from 1 to 9), and AOI @ those of column
players payoffs (from 10 to 18)):

e Row Player by row (RPr): eye-movements from one AOI R to another
AOI R, in the same row of the payoff matrix (e.g., from 1 to 2, or from 1
to 3). Transitions that remain within the same AOI are excluded. See
figure 1: thin continuous line with arrows.

e Column Player by row (CPr): eye-movements from one AOI C to another
AOI C, in the same row (e.g., from 16 to 17, or to 18). Transitions that
remain within the same AOI are excluded. See figure 1, dasheditime
arrows.

e Row Player by column (RPc): eye-movements from one AOI R to another
AOI R, in the same column of the payoff matrix (e.g., from 1 to 4, or from

1 to 7). Transitions that remain within the same AOI are erdu&ee
figure 1, thin continuous line with circles

e Column Player by column (CPc): eye-movements from one AOI C to
another AOI C, in the same column of the payoff matrix (e.g., from 12 to

15, or 18). Transitions that remain within the same AOI are excluded. See
figure 1, dashed line with circles

e Payoffs infracell (INF): eye-movements from an AOI R to an ADbr
vice-versa, within the same cell (e.g., from 5 to 14). See figutiick
continuous line.

According to our hypotheses, transitions can be interpreted as information
search patterns, and are closely related to the decision ngeeddTherefore, the
analysis of transitions can provide insight about the type of heunistézk by the
decision makers. For example, exploring the matrix exclusively or pireglsil
through RPr transitions (Row Player by row) indicates a subject ignoring other
players choices. In a case like this, the decision maker may belathy the

average expected value of all strategies available in tovgack the one with the

10



highest value, a process that requires summing up (and therefore observing)
payoffs by row. RPc transitions (Row Player by column) are insteagatdte
with the detection of simple dominance, while CPr (Column Playeowy with

the detection of dominant strategies for the column player, i.e., witorpeng
one step of iterated dominance. Finally, INF is compatible withcace process
based on the analysis of matrix cells, induced either by thenoes# salient
outcomes such as focal points or attractors, or by decision rulefothigt on
payoffs sums (like thé&Altruistic” type, see Stahl and Wilson 1994 and 1995,
Costa-Gomes, Crawford, and Broseta 20@f)payoffs differences (fairness,
inequality aversion, competitive preferencessee Bolton & Ockenfels 2000,
Fehr and Schmidt 1999, Rabin 1993

2.4 Behavioral Hypotheses

We formulate the following research hypotheses: first, we assum@ldyers
are influencedby the presence of “intuitive” and “easy” solutions to a game;
therefore, strategy HA when its variance is low, together witliegfy A (leading
to an attractive outcome) will be chosen more often than thebegun strategy,
with the share of HA decreasing as its variance increases. \@méy these
features are absent, more players switch to the equilibrium strgiggpthesis
1).

Second (Hypothesis 2), we assume that subjects on average perfor;m a ve
partial and selective analysis, paying attention only to spesifbsets of the
matrix elements. The attention depends both on game type and ore featur
composition, besides presumably varying across players. For exavepdpect
the “Attractor” cell to attract more attention than the remaining cebseris
paribus. Finally (Hypothesis 3), we assume a correlation between glamde
lookup patterns. In particular, players who select HA tend to focus oncthigir
payoffs (ignoring theopponents’ payoffs) and are more prone to analyze the
matrix by row; players who select A are more prone to analyze the ggroell
(i.e., they present more infracell saccades) and pay relativelyatiendion to the
attractor cell; players who select EQ perform on average a roorplete game

analysis (Costa-Gomes, Crawford, and Broseta 2001).

11



Hypothesis 2 states that subjéctsse of decision rules is based on selective
information processing, that i® simplified model of the “true” situation.
Hypothesis 3 states that specific choices are the resubiecifis decision rules,
which are based on the aforementioned selective information prag.e8sith
hypotheses are important to discriminate between explanationsafibebased
on “best-replyto-beliefs” and those based on the use of decisional shortcuts that

rely on mental simplifications of the real decision problem.
3 Results

3.1 Behavioral data

Before moving to the lookup pattern analysis, we present an overvigvwictc
data. A total of 43 subjects participated in the experiment. Thyedracked
observations had to be discarded because of low calibration qualitefdreethe
subject pool is composed of 43 subjects in the aggregate analgsi® subjects
in the lookup pattern analysis.

A data overview is provided in Figure 2. The difference in choiceilaisions
between matrices with and without attractor is evident, as wéiieaeffect due to
the increase in the variance of strategy HA. A comparison betweeicec
distributions in the A bw and in the NA High version of each game by a chi-
square test reveals that differences are always significant at the@&npéevel.

Figure 2about here

In all games except the weak Iinkhe frequency of the attractor strategy is
higher in matrices with an attractor than in those without it.oAdiag to the
binomial test, in the games DomCol, noNe, and UnigNe, the differancd®oice
shares is always significant with p = 0.05 (except in UnigNe Middiere p =
0.1). Figure 3 reports the frequencies of the HA strategy as a fundtibs o

"In the WL NA matrices, the cell containing the attractor is not modified rdus and
columns are shuffled to move the attractor to a less “evident” position. As already shown in
Di Guida and Devetag 2012, subjects’ behavior indicates that this is not sufficient to reduce
a cell attractiveness.

12



variance level. The expected downward trend is observed, confirminghéhat
increase in variance reduces the appeal of the HA strategy. lIQveua
Hypothesis 1 is confirmed, and the results in Di Guida and Devetag)(2012
successfully replicated. Odescriptive features create “easy” choices: a safe and
attractive strategy, and a strategy leading to a very avgactitcome for both
players. The attractor in ogame matrices can be labeled as a behavioral “focal
point”.

Figure 3 about here

3.2 Lookup patterns

We only consider fixations longer than 100 milliseconds, which has been proved
a sufficient threshold to discriminate between fixations and aihd@ar activities
(Manor and Gordon 2003).

Figure 4about here

Figure 4 shows the number of fixations by game type and by features
combination. It is noteworthy that, moving from left to right, i.e., shaftirom
matrices with attractor to matrices without, and from low to Heylels of
variance of HA, the total number of fixations increases, confirming our
hypothesis that the absence of attractive features makes a game hardes® proc

Notwithstanding this general tendency, however, the distributiorixafidns
across games appears markedly different. Some games (DomCol, UnigNe, and
PD) are particularly sensitive to changes in descriptive featsestjown by their
fixations increasing by 50 per cent or more from A Low to NA Higmes
UnigNe seems less feature-sensitive since only a slighgaserin the number of
fixations is observed, while the fixations of WL are almost constanbss
different versions.

Overall attention was very unevenly distributed across the diffelemieats of
the gamematrix. Fixations devoted to AOIs from 1 to 9 (comprising a subject’s
own payoffs) amount t@6,118, against the 20,554 fixations dedicated to AOIs
from 10 to 18. The two distributions are significantly different at thpeibcent
level by a Wilcoxon signed rank test (p=.039). Hence, on average, subjects devot

disproportionately more attention to their own payoffs compared to their
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opponents’ payoffs, in line with what suggested by choice data from previous
experiments. For six players out of forty (15 per cent), 95 per cent ofofigati
were directed at AOIs from 1 to 9 (i.e, to their own payoffs), and 8@eu&rof
fixations were directed at AOIs 1-9 for the 25 per cent of plagters out of
forty). The most looked at AOI is number 2, which corresponds to the row
player’s payoff in the cell immediately above the attractor. The second two most
looked AQIs are 5 and 14, which correspond to the attractor cell.

Figure 5(panel A) reports the absolute and relative frequencies of fixations in
the matrices with (A) and without (NA) attractor, by cell. It is maighy that
fixations in matrices with attractor are always less, in absolute tdmarsthose in
matrices without attractor, except, as predicted, for the attraetbrThe two
distributions, however, look almost identical (again with the exaeptf the
attractor), suggesting that relative attention was invariant. | Farghows the
absolute and relative frequency of fixations for each of the three variance levels of
the HA strategy by cell. The graph shows that each cell iayalwbserved less
frequently in matrices with HA low variance than in those widtdiam and high
variance. Distributions are again invariant, suggesting that siogeaHA
increases the amount of overall gazing time but does not per se azageell
relative importance.

Figure 5about here

3.3 Overview of transitions

Panels C and D report the absolute and relative frequency of tranbiyityyse,
distinguishing between matrices with and without attractor (p&jel and
between different levels of HA variance (Panel D). The figures dhaivthe
most frequent transitions are RPr (Row Player by row) and INF (Payoffs
infracell). The third most frequent category is that of CPc transitidhe
observation suggests that subjects tend to compare strategiediragco their
average payoff (RPr and CPc), rather than by looking for dominance relation
(RPc and CPr). An equally frequent transition entails comparing paydfignwi
the same cell. Absolute frequencies of transitions are higherdtices without

attractors, and they increase as the HA variance increases.hdlesst their
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relative frequency seems relatively unaffected by the presenabdsaence of
features. A larger difference is observed when comparing matritdesd# low
variance and those with HA high variance. In the first case wHArebesides
being attractive, is also a safe strategy RPr transitions aeefrequent, and CPc
and INF transitions less frequent.

Panel E shows how transitions are distributed across differersgana payoff
matrices. As the graph shows, there is a clear and stable pevatRPr and
INF over all typologies of transitions in each of the 30 games, tdesyibstantial
variations in absolute levels. Hence, the most frequently observexation
processing patterns look roughly similar across all games. Howe\eareéul
comparison of relative frequencies of both transitions and fixatioresalsevhat
subjects indeed modify their lookup pattemisen facing less “intuitive” games.
For example, in DomCol A High, RPr transitions are the most frequent, &dlow
by INF and then CPc. It is sufficient to remove the attractor (let’s take the case of
DomCol NA High) to induce a dramatic change, with CPc becomingnitst
frequent (almost doubling its share), followed by RPr and INF (with the same

share).
3.4 Choices and Lookup patterns

This analysis aims to verify whether a correlation may be found eleetw
subjects’ choices and their lookup patterns. In the experiment, a total of 40
subjects played 30 games each, for a total of 1200 choices. Of thexma, ckht
were HA choices, 16 per cent A, 15 per cent EQ, and 14 per cent EQ7bi#le
2 shows the correlation resultsShaded coefficients are those that resulted

statistically significant at the 5 per cent level.

8 The other were: 9 per cent NA, 4 per cent COS, and 2 per cent DOM, ded Tab

° We opted for the Spearman correlation coefficient, as neither normally distribariables
nor a linear correlation among them (which are both necessary agmsripr the use of
the Pearson correlation coefficient) can be assumed, and as some afiabées exhibit
large variability across subjects (the Pearson correlation coefficientastimbre sensitive
to outliers than the Spearman).
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Table 2about here

Several considerations can be drawn by looking at correlation datahdides
are positively and significantly correlated with RPr transitione-{@pvements
that connect a playa own payoffs by row) and are negatively and significantly
correlated with all transitions involving th&ponents’ payoffs, including INF
transitions. Moreover, HA choices are also negatively and signtficcorrelated
with all AOIs from 10 to 18, i.e., all AOIs related to the oppoiepayoffs. This
evidence strongly confirms our hypothesis that players who choose HA do so b
employing a decision heuristic that prescribes to pick the stratggyhe highest
expected value ignoring the other players’ motivations, and implicitly treating the
strategic decision problem as an individual decision making problem.

A choices (choices of strategies leading to the attractor), as feckdare
positively and significantly correlated with INF transitions, anchvitansitions
connecting column players’ payoffs by row. A choices are also positively and
significantly correlated with the attractor cell, (R2, C2) and wiuldset of the
opponents AOIs, namely AOIs 10 and 11, and 13 and 14, corresponding to
payoffs in the first and second row of the matrix. As assumed, playerpiako
strategy A do take into accouthiir opponent’s payoffs, but only for a subset of
possible game outcomes. The heuristic leading to the choica atti@ctive
outcome for both players (a behavioral, non-equilibrium focal point)decbhan
an incomplete game analysis and representatlbait more “strategic” than the
one leading to HA choices.

Choices of the equilibrium strategy (EQ) are positively and significantly
correlated with the following transitions: CPr, RPc, CPc, and INF. They a
positively and significantly correlated with AOls 3, 6, and 9, i.e., with the plyer
own payoffs in the third column of the matrix. Moreover, EQ choices ar
positively and significantly correlated with all AOIs from 10 to I&ttis, AOIs
corresponding to all opponent’s payoffs. In addition, the correlation with all cells
belonging to the third column of the matrix (corresponding to the opponent’s
choice in equilibrium) is likewise positive and significant. Téngdence strongly
supports the idea that players who choose the equilibrium strate@y faethe

most strategic in the standard game-theoretic meaning, procebsingatrix
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according to eye-movements that suggest the search for domig@Rce if
looking for a dominant strategy for themselves, CPr if looking for a dominant
strategy for the opponent), paying attention to ¢pponents’ payoffs for all
possible game outcomes, and to cells of the matrix (like the onedseathitd
column) which other player types typically neglect.

Correlations suggest that our hypotheses 2 and 3 are confirmed; asswhing th
any information that is not looked at by the decision maker cannet #re
decision maker’s decision process, we can conclude that many players in one-shot
games apply boundedly rational heuristics that simplify the idecisroblem
either by ignoring the opponents’ payoffs, or by considering them only for a

subset of all possible outcomes.
3.5 Cluster Analysis

To further confirm our correlation results we performed a cluster asalgsig
the normal distribution of the five transition types classifiedeiction 3.3 (RPr,
RPc, CPr, CPc, INF). For this purpose, we use the mixture model presented
Brocas et al. (2013) and proposed by Fraley and Raftery (2002, 2006). Mixture
models treat each cluster as a component probability distribvidmayesian
approach is then used to choose among different cluster numbers andatatisti
methods. As in Brocas et @013, we consider a maximum of nine clusters and a
total of ten possible models, and we choose the combination thatires the
Bayesian Information Criterion (BIC). Witbur data the BIC is maximized at -
357 by a “diagonal model, varying volume and shape” yielding 5 clusters.

Figure 6 (Panel A) shows the normalized proportion of different transitions
(RPr, RPc, CPr, CPc, INF) with which subjects belonging to differentectust
analyze the games. In the first four clusters the predominance speafic
transition type over the others is rather evident; only the lastetlshows a more
uniform distribution, as the CPr transition, albeit more frequent treanttters, is
characterized bg very high variance.

Figure 6about here
In the first four clusters (grouping 31 out of 40 players) the most observed

transition type is a proxy of the most frequent choice. In cluster 1pasons
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are mainly made among the playeosvn payoffs by row (RP, hence we can
expect a relatively high proportion of HA choices. In cluster 2 a high frequency of
INF transitions is observed, which should lead to more A/NA choiceduster

3, the most frequent transition is CPc, followed bycRnd CPr; this cluster
should therefore include a large proportion of EQ choices. Finally, in cluste
most frequent transition is still CPc, but with smaller diffexes among the
remaining transitions; hence, we can still expect a high proportio®@ atibices,
even though lower than that observed in cluster 3.

Panel B reports the average proportions of HA, A/NA, and EQ/QES cHoices
each cluster. The figure confirms the relationship betwesmsition types and
choices: players in cluster 1 analyze their own payoffs by roweladtdHA with
very high frequency (almost 95%Players in cluster 2 use INF transitions and
show the highest frequency of A/NA choices. The distribution of chancdss
cluster suggests that players choose A when the attractor istpgasgeswitch to
HA when it is removed; the high variance is due to the fattthieaattractor was
present only in half of the matrices. In clusters 3 and 4 players devote the majority
of their attention to the column player’s payoffs (more than 30% of transitions,
but often around the 50%); consistently, these clusters show the hsphestof
EQ choices. In cluster 5 all transition types (with the excepifd@Pr) have the
same normalized average frequency. Looking at both transitions and choices’
distributions, this last cluster suggests that some subjects dovealspecific
information pattern in mind when they approach the matrix.

We then performed a temporaialysis of subjects’ lookup patterns for each
cluster. However, instead of defining fixed temporal windows, weuatalthe
proportion of transitions within 9 temporally ordered inteffalsvhere each
interval is based on a sequence of 4 transittorSince only some types of

transitions are relevant for our purposes, to avoid adding noise, only the five

10 After the ninth interval the majority of the subjects has already dilrein responses,
therefore we omit to report the successive intervals.

™ The choice to use sequences of four transitions is arbitraryveowesults do not change
using sequences of three, five or six transitions.
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classes of transitions above defined were considered. Then, for explanatory
purposes, we grouped RPr and RPC transitiorf©as Payoffs Transitior'sand

CPr and CPc aSOther Payoffs Transitiofis By looking at the frequency of
transition types across time we can infer something more about the choiessproc
that the subject employs.

Figure 7 reports the average frequency values for four of the clusters identifie
Cluster 5 is not included here due to the high variability of behalserved for
those players.

Figure 7about here

Players belonging to cluster 1 analyze mainly their own payoffs, andtdo n
change approach throughout the decision making phase. Although the frequency
of Own Payoffs transitions slightly decreases toward the end,l itestibins by
far the preferred transitions type (almost 100% in the first tempaonalow, and
85% in the last). Subjects from cluster 2 consistently apply defrdaransitions
more frequently than any other type. Infracell transitions are cdnteough
time, and fluctuate around 50%ubjects from cluster Begin their analysidy
observing the other players payoffs, then switch their attention to dheir
payoffs, and conclude by using Infracell transitions. Transitiorduster 4 are
more evenly distributed among the three classes, and the observedbé&havi
somewhat the opposite of what observed in cluster 3. At the beginniengjatt
is focused on agent’s own payoffs (50%), but it soon switobs (at the third
temporal window) to the opponent’s payoffs. Other Payoffs transitions will then
remain constant until the end (between 48%). Infracell transitions are
constant over time (between 208@6).

Lastly, we investigate the relationship between eye-moveneend attractors.

Di Guida and Devetag2012 made the assumption that attractors act as
behavioral focal points, being salient in virtue of payoff symmatrg payoff
magnitude, regardless of them being equilibria. If this conjecture hblels the
choice process leading to the selection of the strategy contammengttractor
should be similar when the attractor is an equilibrium and whemitisTo test
this conjecturewe compare the proportions of Own Payoffs transitions (RpR and

RpC), Other Payoffs transition§CpR and CpC), and Infra-cell transitions in
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matrices where attractors are not equilibria, with the proportions of the same
transitions in matrices where attractors are also the pdgafinant equilibrium.

We consider only those subjects who choose strategy A at least onoetivehe
attractor is an equilibrium and once when it is not, for a total ofubjests.
According to a binomial test, the distributions in the two classesatfices are
statistically undistinguishabl& bringing further support to the hypothesis that the
property of equilibrium is not necessary to render a game outcome a focahpoint
oneshot games.

Our analysis so far has revealed that a substantial proportion of subjects exhibits
information processing patterns that are incompatible with sicategsoning, at
least in its more orthodox, game-theoretic meaning. Howevesuajects really
nonstrategic? Or is their apparently non-strategic behaviorréiselt of an
adaptation to the environment they interact with? We attemptaddress these
guestions by checking for correlations betweeljects’ ‘strategic IQ’ and their
choices/eye movements. Following Bhatt and Camerer (2005), we caleatdte
subject’s ‘strategic 1Q” simply as his or her expected payoff. As subjects did not
receive any feedback until the end of the experiment, we caeuldt subject’s
expected earnings by matching her choice in every matrix Wwehpopulation
average of all the column players. Table 3 reports the correlabiefficients
between 1Q and choices/eye-movements variables.

Table 3about here

According to a Spearman correlation td€t is positively correlated with EQ
choices (0.794) while negatively correlated (-0.366) witHA choices No
significant correlation with A choices is observed. Looking at eyeements
data, it is interesting to notice that 1Q is positively cotezlaboth with transitions
connecting the opponent’s payoffs (CPr = 0.368, CPc = 0.706) and with those

connecting one’s own payoffs in a ‘sophisticated” way (RPc = 0.459). Infracell

12 For each subject, we calculated the difference between the frequesaghafansition type
(Own Payoff, Other Payoff, Infracell) observed in matrices in lwhie attractor is an
equilibrium (A=EQ) whit that in matrices in which the attractor is not an equilibrium
(A#EQ). We assigned the value of 1 in all cases in which (A=EQ)>( A#EQ), 0 otherwise,
and tested using a binomial test whether the distribution of Is is # 0.5. The test does not
reject the hypothesis for all types of transitions.
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transitions are also positively correlated wigh(0.432) implying that evaluating
each outcome in terms of both players’ payoffs (either driven by focality or out of
concern for fairness) on average pays off.

3.6 The Cognitive Hierarchy Model applied to our data

In the Cognitive Hierarchy model (Camerer, Ho, and CHz0@y) subjects are
divided into different strategic categories according to their legél
sophistication. Each subject assumes to be more sophisticatetehathers, and
chooses his strategy as the best response to a distribution of opponents
(distributed according to a Poisgaanging from level O to level k-1, where k is
the level of sophistication of the subject herself. The model hangie
parameter, corresponding to the average reasoning level of the subject sample.

We estimate the parameter for each game by choosing the katusihimizes
the mean square deviation (MSD) between observed and estimated frequencies.

As already pointed out in Camerer, Ho, and Ch@tp4) different frequency
distributions are captured by values of the parameter which mgelyiadiffer
across games. In our case, calculating the parameter for eachseparately, it
ranges from a minimum of @2 (subjects choose their strategy randomly), to a
maximum of2.74 (the average subject performs almost 3 steps of reasoning).
Such a large range within the same subject pool suggests thabtiet might
miss some relevant information about the choice process. Although Cahhere
and Chong. admit that the parameter estimation is sensitive tarie gjructure,
they leave the issue of what affects the parameter vatuésther research.
Overall, the cognitive hierarchy model seems to capture thet eff®ur features
only partially.

Table 4shows the parameters estimated for the matrices grouped together, by
game, andby features.

Table 4 about here

Parameters estimated for our games suggest that more ingatives (like the
weak link game, withh = 0.32) are apparently solved paying less attention to the
opponent’s options than games in which a preferable choice for the opponent can

be more easily and clearly identifig¢tlke the Prisoner’s Dilemma, t = 0.79).
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Furthermore, theresence of an attractor seems to lower subjects’ degree of
sophistication, in line with the assumption that a focal point sxakeice more
intuitive: in fact, parameters in games without attractor aravenage larger than
those in games with attractor (0.75 against 0.5).

The effect due to HA variance is instead not properly captured by dkdelm
Parameters suggest that players are more sophisticated when veriancé =
0.94)than when it is hight(= 0.42). We claim that this result does not capture the
real nature of our data. According to our interpretation, when HA variarioe/

a large number of subjects will choose that strategy. This behawaptured by
the model since the parameter of 0.94 indicates that the asrajget is a level-
1 type. Once the variance of HA increases and the strategy becmkies,
subjects increasingly look for other options, including the equilibrium girate
The parameter calculated for matrices with HA high varissuggests instead
that subjectplay almost randomly (t = 0.42).

We also calculated the parameter grouping matrices by clustesteCIL (the
one with almost 95% of HA choices) has particularly high parametkres,
which never fall below 0.95, consistBntwith the hypothesis that subjects
belonging to this cluster prefer stratelgr. Cluster 2 (the one with the highest
number of A choices) shows the largest difference among games with and without
attractor (with attractort = 0.46; without attractort = 1.28), suggesting that
these subjects increase the sophistication of their reasoning cabsidehen the
attractor is removed; this finding further confirms that Infracelhdittons are
typical of subjects opting for the attractor strategy where availdb support the
idea that subjects belonging to these clusters are more sophistitaséers 1, 3,
and 4 all have an averaggreater than 1. Ldst cluster 5 has an averagequal
to 0.69, the lowest among the five clusters, indicating that sulijetitss group
are particularly non-strategic.

Summarizing, the Cognitive Hierarchy model does capture sonie aftects
produced by our feature manipulation (like the presence/absence ofaatogftr
but misses others (like the variation of the HA strategy varjarides is a

limitation common to models based uniquely on choice analysis
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3.7 Individual analysis

In this section we report the results of correlation tests (Spedreammong
variables related to strategic behavior (choices and eye-moveraadts series
of variables that should capture cognitive and personality trkigdy Ito be
relevant in the strategic task at hand. After the experiment, ssibjece asked to
complete a questionnaire analyzing cognitive abilities, pensptiaits, and risk
aversion. In particular, subjects had to complete: an immediate free redatigvor
memory test (Unsworth and Engle 2007), a Wechsler Digit Span test for short
memory (Walsh and Betz 1990), the Cognitive Reflection Test (Freder@),20
the Holt and Laury Risk Aversion test (Holt andubya2002), a test of Theory of
Mind (Baron-Cohen 2004), and some cognitive and personality questionnaires
(Rydval, Ortmann, and Ostatnicky 2009). For a detailed explanation of the tes
see Appendix C.

Table 3 reports the correlation coefficiemds before, correlation coefficients
in the shaded cells are significant at the 5 per cent level.

Several interesting findings emerge. First, risk aversion (as measurée: by
H&L lottery test, where a higher score indicates higher risk aversiqrositivey
and significantly correlated with transitions of the RPr type (r = 0.365),hwhic
connect the row players payoffs by row. Hence, players who are moreeisie a
tend to process their own payoffs by row, a behavior compatible witththiee
of HA. The lack of a significant correlation between risk aversioth number of
HA choices is most likely due to the fact that players, besigaverse, end up
not selecting HA when its variance is high or medium. Hence, fitmikng
strongly confirms the relevance of the risk factor in inducing a chomedban a
strategy average payoff. Risk aversion is negatively correlatédeguilibrium
choices (r = 0.436), and positivelyxorrelated with the Math Anxiety test (r =
0.346), showing that subjects who are ralerse also feel more uncomfortable
handling mathematical problems (a higher score in this test tadi@a higher
sense of uneasiness with mathematical problems). Other interdistitiggs
emerge from looking at correlations between the score in the WechgieSpan

test and several measures of cognition and behavior. The Wechsler Digit $pan tes

23



is one of the most widely diffused tests to measure short temongecapacity

(for details see Walsh and Betz 1990), which is considered by manrebabde

proxy for the ability to retain information in memory and to procesSidiently.
Devetag and Warglien (2003; 2008) found a correlation between scores in the
digit span test and individual capability to perform forms of iegtateasoning
common in game theory, such as backward induction, detection of dterate
dominance, and recognition of common knowledge. We observe that scores in the
digit span test (where a high score indicates high short term memogjtgppee
positively correlated with the number of EQ choices (r = 0.377), suggesbiat
subjects who pick equilibrium strategies are on average more eapdbl
processing information. The score in the digit span test is alsoivpbsit
correlated with several other measures of strategic reasoningtioranghat
connect column playerpayoffs (CPr r = 0.346; CPc r3:526), and transitions

that connect row playergayoffs by column (r = 0.541). Besides, there is a
positive and significant correlation between individual score irdifi¢ span test

and all the AOIs that concern the other playpesyoffs, as well as all the AOIs of

the row player located in the third column (the column that in 1®%80 games
corresponds to the equilibrium choice). The Wechsler test is alsovpbsiti
correlated with the Perseverance (r = 0.432) and Cognitive Reflection (r = 0.479)
tests. Finally, the test is also positivelyrrelated with a subject’s strategic 1Q,
confirming the importance of short term memory capacity in strategisoning

and strategi¢performance’ (r = 0.460).

Overall, these findings suggest that off-equilibrium choices in réetyaof
games may be a matter of bounded rationality rather than non-standard
preferences or wild beliefs; moreover, short term memory constraintberetyle
to explain a relevant part of the observed heterogeneity in game playing.

Another interesting finding emerges by considering the positive andicagni
correlation between strategic 1Q and performance in the Frederick test.

Both the Working Memory and the Theory of Mind tests are not correlated with
any of the variables of interest, while the Cognitive Reflectiest lmost
perfectly overlaps the results obtained with the Wechsler Digim $xt. Of the

various tests presented in Rydval, Ortmann, and Ostat(2€K9), anmteresting
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finding regards the Math Anxiety test (a small score indicatesaxed feeling
towards math), which is positively correlated with A choices (r = 0.393) and
negatively correlated with EQ choices (r = -0.336). This suggkatsstibjects
who are able to locate and choose the equilibrium strategy bdbeliave a
higher-than-average mathematical ability, while those who chdosee less
confident in their logical and mathematical capabilities. Thes&#on Seeking
test (where a small score indicates a risk seeking attitsishegatively correlated
with A choices. This indicates that subjects who choose thegyritading to the
attractor are aware of the risk involved, but are willing to biearconsequences
of their choices

All the above findings altogether converge to the conclusion thailitiey to
reason strategically and to correctly incorporate the other plapeentives and
motivations into on& decision making process strongly correlated with
measures of individual capacity to process information as welliids same
personality traits; for this reason it is unreasonable to expect thbanitlentical

across individuals.

4 Discussion and Conclusion

In this paper we replicated the results in Di Guida and Dev@at2) in a
different experimental settingnd extend that research showing that agents’
information search process can be used as a proxy of their own strategic behavior.

As in Di Guida and Devetag (2012), here we show ghbyjects’ choices in
oneshot games are susceptible to the influence of equilibrium-ieetdeatures
in systematic and predictable ways. We posit that this eff@ctbe adequately
explained by assuming that players use decision heuristics thhased on a
simplification of the decision problem, which may or may not invaigglecting
the other player’s incentives. More specifically, we assume that the presence of an
attractor (defined as a symmetric and salient outcome) angrédsence of a
strategy with an attractive risk-return profile offer easy and coewéni
“solutions” to the game being played. Only in the absence of such features may
subjects engage in a more complete game analysis and empieystmategic

decision criteria, including selecting the equilibrium strateQur hypotheses
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concern modal behavior only; hence, we expect heterogeneity in chofgel, w
we assume to be correlated with heterogeneity in patterns of information analysis.

We show that perceived risk matters in determining the frequerntbywtiich
behavior compatible with level-1 (Camerer, Ho, and Chong 2004; Stahl and
Wilson 1994, 199boccurs. While level-1 agents choose according to“talee
the strategy with the highest average pdyaffuristic, we show that this holds
only when the variance of the payoffs is low: in other words, wheohen is
perceived as not so riskyhe heuristic “choose the strategy leading to an
outcome with diquely high and equal payoffs” (which in Di Guida and Devetag
(2012) was considexd akin to the process of selecting a focal pointain
coordination game) is not part of any recognized behavioral strategy in type-based
modelg3, but is one of the preferred options in our subject pool.

In order to find further support for our conjectures, we anadybgcts’ eye
movements during the experiment to infer some characteristics afettision
rule employed. We find out that most subjects analyze the gamepartiglly,
paying disproportionately more attention to their own payoffs as opposte
otherplayer’s payoffs, and to some of the matrix cells (e.g., the cell containing
the “attractor”) as opposed to other cells. A non-negligible proportion of subjects
neverlook at the opponent’s payoff, implicitly transforming the game into an
individual decision making problem.

Our analyses of transitions (i.e. eye-movements from one elemtd ofatrix
to another) reveal that lookup patterns are relatively gameiamiainvolving
mostly transitions connectingye player’s own payoffs associated with the same
strategy (as when calculating payoff averages associated tingthvarious

strategies), and transitions confronting the players’ payoffs within the same

13 The type closest to it is the “altruistic” type who always selects the strategy leading to the
cell with the highest payoff sum. In Di Guida and Devetag (20&R)ker, we show that
this type is well represented in our data only when such outcome hasesyenand
significantly high payoffs, i.e., only when it is focal accogdin our definition. In games
where this is not the case, the altruistic type does not perform weilaSomnsiderations
apply for the performance of the choice criterion based on team reag&aiolgarach
1999; Bacharach and Bernasconi 1997; Mehta, Starmer, and Sugden 1994;, 1
Sugden 1993, 1995)
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cell (as when looking for a focal point able to coordinate players’ actions and
expectations, or when choosing motivated by social preferences).

As predicted, we find correlations between choices and lookup patterns:
subjects who choose the strategy with the highest average paydiéfosdlves
tend to exhibit lookup patterns of the first type mentioned above, whereas subjects
who choose the strategy leading to the attractor tend to use pattémessetond
type. Finally, subjects who pick the equilibrium strategy, on averg#rm a
more complete game analysis, and in particular pay attentitwe tather playes
payoffs, in line with a truly strategic approach to the game.

A cluster analysis based on eye movements confirms the corred&gtched
above and allows one to predict modal choices from the modal typgeef
movements observed.

A comparison of transition distributions between games wherettilaetar is
an equilibrium with those in games in which it is not highlights mgmiBcant
differences, and provides support to the idea that focal points need not be
equilibria to act as such.

The cognitive hierarchy model (Camerer, Ho, and CH20@y4) applied to our
data is able to capture heuristic-based behavior only partiallydifieeence in
the values of the parametebetween games with attractor and games without
attractor is in line with our data on eye-movements, and supports themthat
the attractor reduces the need for analytical reasoning and triggers
“intuitive” choices. The variation afin response to the change in variance of the
HA strategy, on the othdmand, does not capture the effect of perceived risk.
These findings, together with the results in Di Guida and De@@IR) on the
application of the model in Costa-Gomes, Crawfor, and Brq2€Gi), suggest
that an extension of CH and type-based models including the effpetceived
risk (defined as payoff variance) and focality (triggered by a symmneetdchigh
payoff) might improve their predictive power.

Finally, part of the heterogeneity observed can be explained by difference
risk attitudes and in short term memory capacity, in line with skyeexious
results on game playing (Devetag and Warglien 2008; Rydval, @ntmend
Ostatnicky2009.
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It is important to stress that the heuristii$ving our subjects’ choices are
presumably not the only boundedly rational heuristics at work in one-shesgam
In fact, more than pinning down the specific choice criteria eneplogur study
(as Di Guida and Devetag 2012) aitesshow that players may apply decision
rules which 1) are based on an incomplete/imperfect model of thegstrat
situation at hand, and 2) are context-dependent; more specifidadly, are
sensitive to features of the game other than its equilibrium prepeBoth these
aspects are not adequately captured by current modeteshot game behavior,
which in a sense assume too much rationality on the part of playersalways
postulate consistency between choices and beliefs.

Moreover, we believe heuristic-based behavior extends well beyonaniesg
presented here and that deciding on the basis of a risk-return gafcukat
common in many games. Attractors, as defined here, can be preseahyn m
games: for example, both the payoff-dominant equilibrium in thelstaggame
and the mutual cooperation outcome in the Priser@ilemma are attractors;
players may then choose them on the basis of a hieutikewise, players may
pick dominant strategies in dominant-solvable games not bettajseecognize
the dominance relation (in fact, eye-movements compatible thighmental
operation of checking dominance relations are rarely observed in our s#gtaba
but because by definition these strategies have the highest average payoff.

Further research should look more closely into lookup patterns associated wit
different types of more standard, symmetric games, to deteetaet to which
choices are based on incomplete information processing patterns. Aateorre
study should investigate eye-movements involved in pure coordinatioesy
with equilibrium focal points and compare them with those involved in non
equilibrium focal points like our attractors, to test whether the chwiceess is
indeed the same. These extensions could then be incorporated in ritreleff
types, in type-based models, whose distribution within the populaiigint @lso

be predicted partially on the basis of cognitive and personality traits.
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Tables

HA low var HA middle var HA high var
c1 c2 c3 c1 c2 c3 c1 c2 c3
Rl 3525 HA Rl 60,20 2025 3510 HA Rl 80,20 15,30 3795 HA
- 5] 80,90 A R2 555 8020 585 1% A B2 555 3095 A
EE 10,15 1% EQ R3 1020 1005 4025 . EQ E3 10,20 I EQ
2 A A EQHA A EQEHA
=
£ c1 c2 =1 c2 [= c1 c2 c3
Rl 35,20 3525 HA Rl 6020 2025 2530 S04 HA Rl 1% HA
- R2 5025 e NA R2 555 5025 585 w5 NA R2 10, NA
- 3 e B 3 1 ~ 3 2
EE 1020 1015 o EQ B3 1020 1015 4025 o EQ B3 a1 EQ
NA NA  EQHA
st c2 c3 c1 c2 c3 c1 c2 c3
Rl 3515 3530 o HA Rl 5515 2530 S HA Rl 75,15 1530 o HA
- 22 545 10.20 phs A R2 545 10.80 A A R2 545 10.80 5% A
3 15,35 1020 % QES R3 1535 1010 12% QES B3 4020 sz  QES
- A QESHA A QESHA A
z
H c1 c2 c3 c1 cz 3 c2 3
Rl 3515 3520 3530 P HA RI 5515 2530 s HA Rl 1520 1550 P HA
- B2 545 50,25 10,80 16% NA B2 545 10,80 12% NA R2 50,25 10,80 1405 NA
= 162 29 2
EE 15,35 1020 - QES R3 1535 1020 — QES B3 525 10,20 4o  QES
NA  QESHS NA  QESHA NA  QESHA
c1 c2 c3 c1 c2 3 c1 c2 c3
Rl 35,10 HA Rl 3510 2515 531 HA 8 70,10 a0% HA
5 s a 0 707 s 2 5
- R 10,50 — A R2 050 7070 575 — A B2 10,50 00k A
EE 4% EQ R3 510 105 4015 16% EQ B3 5,10 10,5 15% 1% EQ
o A EQHA A EQHA
<
2 st c2 c3 c1 c2 c3 c1 c2 c3
=]
Rl 35,10 3515 35,10 HA Rl 35100 2513 25,10 S04 HA Rl 70,10 445 HA
- 5] 10,50 5025 575 NA R2 1050 5025 575 1455 NA R2 10,50 sm, NA
o B3 105 3 105 5 3 5 =
R 510 10.5 EQ B3 10 10,5 40,154 15 EQ B3 5,10 3305 EQ
NA NA  EQHA
c1 c2 c3 c1 c2 3 c1 c2 c3
Rl 35,10 35354 70y EQHA| ERI1 633 EQHA|[ R 1510 805 ape; EQHA
- B2 10,35 535 e A R2 1035 300 A B2 18,35 2 A
EE 15,15 10.33 », DOM | E3 15,15 DOM | B3 1513 15 DOM
A EQHA A
=]
£ c1 c2 c3 c1 c1 c2 c3
Rl 35,10 3535% s EQHA| RI s3; EQHA| ®m1 1510 B85 10.10% sm, EQHA
- 2 10,35 535 o NA R2 25% NA R2 10,35 580 s, NA
Fa - =c = 7 i = 2 15.13% 10150
EE 15,15 1035 = DOM | E3 s, DOM | B3 1515 10,15 10 DOM
NA  EQHA NA  EQEHA
c1 c2 c3 c1 c2 [= Cl c2 c3
=1 A Rl 3545 535 170 A Rl 6060 A
- R2 HA R2 50,50 prEn HA R2 6035 HA
B3 Cos B3 3535 19% COos B3 355 cos
A HA A
m)
= Cl c2 3 Ci1 2 3
21 HA R2 50,35 o HA R2 535 80,35 s HA
- =2 NA R2 60,60+ 100 NA R2 535 60.60% L5 NA
- b 30 23% 2
B3 Cos B3 355 235 COos B3 35335 355 289 Cos
cos  HA NA cos Ha NA

Table 1: The normal form games used in the experiment, group&gpdyof game, level of HA

variance (low, medium, gh), and presence of attractor (A, NA}he (*) symbol indicates Nash
Equilibrium in pure strategies he rightmost column of each matrix reports the observed freguenc

of choice for each of the three strategies.
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®Pr  CPr RPC CPc wne RO ﬁ&‘:’!) (R'O-uCS) (RZ.OS) @'%j!) %?’”ﬁé?) 63‘0222} (Rgf)
EQonokes 2 W ! 0.163

Achokss 2 | ! ' D : 0163 0059 3

HAcmEes - ) : 0205 0285 0250 -0.414

RPr 4 ; BE K y AT 0397 ) 0294

INF
RIC1) et
(R1.C2) Cel
[R1C3)Cet |
(R2C1) Cell |
{R2.c2) cell
{R2.C3) cell
(R3.C1) Cell |
(R3.C2) Cel
(R3C3) can |
AGi1

ACI2
AOIZ
ACIL
AQS
AOIE
ACIT
ACIS
AOIS
AC10
AOI11
AQI12
ACI13
AOI14
AQi15
AOI16
AQI1T
AOI13

Table 2: Correlation between choices (only the main categories were consittareilions, and number
of fixations (by cell and by AOI)Shaded coefficients are statistically significant at the 5 per cent level.
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Wechsler

d.lg:le :Fan H&L ;‘J:ﬁ:ﬁ Regt?cg:; E“;‘est Thﬁ;\zof Premeditation S;;:;Li: gf;!]:g; Perseverance Aljf:;‘:]ty Stn;tqegic
Average Time 0423 0006 0.136 0.394 0.096 -0.014 0.195 0.266 0.184 0.162 0511
Gender <0310 0101  -0.080 -0.309 -0.024 -0.142 0.069 0.240 -0.247 0139 -0.399
:‘;:ﬁief digt 0211 0479 0.098 0.181 0252 -0.089 0432 0157 0460
H&L -0.107 -0.039 -0.133 -0.059 -0.145 0.161 -0.053 0346  -0.140
Working memory | 0211 0.141 0.240 0.043 0.305 -0.253 0.189 0.085 0.190
;g;:;‘l‘(; Tt 0479 0039 0.141 0.191 -0.053 0258 -0.133 0.063 0276 0.614
Theory of Mind 0.098 0133 0.240 0.191 -0.099 0323 -0.199 -0.119 0157 0.080
Premeditation 0181 0059  0.043 -0.053 -0.099 0.055 0.177 0.056  0.094
Sensation Seeking | 0252 -0.145  0.305 0.258 0323 -0.328 -0.096 -0.087 0232 0.199
Needl Fo -0.089 0161  -0.253 -0.133 -0.199 0.055 -0.096 0.264 0524  -0.091
Cognition
Perseverance 0432 0053  0.189 0.063 -0.119 0.177 0.087 0.264 0.190
Math Anxiety 0157 0346  0.085 -0.276 -0.157 0.056 0.232 0.524 0.358 -0.206
EQ choices 0377 0436 0264 0.420 0.102 0.290 0.185 -0.195 0.178 0336 0.794
A choices <0050 0168  -0157 -0.167 0129 0.193 0.336 0.172 0.042 0393  -0.061
HA choices 0162 0131 0.042 -0.115 0.155 -0.418 0278 0.006 -0.177 0072  -0.366
RPr 0087 0365  0.138 0.031 0.017 -0.426 0271 0.086 0.006 0.233 0.069
CPr 0346 0031  0.069 0.188 -0.012 0.037 0.072 0323 0319 0392 0.368
RPc 0541 0055 0240 0.359 0.007 -0.111 0271 -0.127 0333 0.041 0459
CPe 0526 0278 0248 0487 0.074 0.077 0.072 0.025 0315 0022 0.706
INF 0241 0091 0042 0.248 0.193 0203 0.046 0336 0.175 0148 0432
(RLCL) Cell 0.066  0.111 0.328 0.134 -0.036 0.133 0.229 0.037 0.202 0.329
(R1.C2) Cell 0342 0.108  0.187 0313 0.114 -0.166 0.199 0.237 0.142 0.238 0.393
(R1.C3) Cell 0461  -0.156 0214 0.428 0.140 -0.005 0.243 0.230 0.261 0.003 0.660
(R2.CL) Cell 0408 0027  0.176 0.358 0.024 -0.027 0.148 0.256 0.172 0.215 0.465
(R2.C2) Cell 0437 0.083  0.143 0.248 0.078 -0.017 0202 0.181 0239 0.220 0.389
(R2.03) Cell 0434 0183 0.154 0.381 0.106 0,078 0.184 0235 0272 0079 0.632
(R3.CL) Cell 0445 0036 0245 0.457 0.103 -0.088 0.253 0.091 0.153 0.048 0.489
(R3.C2) Cell 0417 0111 0.157 0.240 0.140 -0.175 0.286 0.106 0.207 0.112 0363
(R3.C3) Cell 0511 0251  0.193 0431 0210 0.108 0.262 0.106 0,301 0026  0.740
AOIL 0131 0202 0038 0.203 0.050 -0.128 0.150 0.276 -0.071 0229 0147
AOI2 0215 0204 0134 0.135 0112 0319 0268 0.208 0.063 0.243 0.175
AOI 3 0328 0059  0.197 0348 0171 <0.177 0298 0252 0.170 0.043 0515
AOL 4 0197 0207  0.134 0275 0.022 -0.168 0217 0307 0.010 0247 0201
AOI5 0233 0314 0048 0.084 0.011 -0.177 0225 0.204 0.113 0.291 0.140
AOI6 0417 0087  0.159 0361 0.144 -0.038 0331 0227 0.192 0064 0558
AOL7 0228 0195 0082 0.272 0.033 -0.132 0.196 0.107 0.039 0.081 0.208
AOI 8 0206 0258  0.087 0.081 0.095 -0.286 0277 0.078 0.088 0.182 0.110
AOI9 0446 0165  0.152 0.22 0.173 -0.027 0298 0.057 0.261 0.009 0583
AOI 10 0374 0125  0.152 0.384 0.168 0.144 0.080 0.176 0,187 0.141 0.481
A0l 11 0421 0090  0.181 0.398 0.122 0.066 0.124 0.184 0228 0.163 0.564
AOT 12 0477 0263 0.191 0.446 0.119 0.124 0.178 0.152 0.261 0018 0673
AOI 13 0434 0158  0.182 0.334 0.069 0.071 0.093 0.212 0.225 0.161 0.505
AOI 14 0455  -0.115 0.4l 0.306 0.071 0.126 0.104 0.155 0.294 0.156  0.545
AOT 15 0415 0254  0.158 0.394 0.084 0.098 0.135 0.195 0284 0029  0.637
AOIL 16 0429 0172 0210 0419 0.141 0.073 0.165 0.141 0232 0.081 0.609
AOL17 0488 0099  0.145 0.374 0.169 0.087 0.165 0.140 0.285 0.078 0583
AOI 18 0467 0255  0.168 0434 0.187 0.128 0.183 0.136 0.293 0.028  0.693

Table 3: Correlation between choices (only the main categories were consittarefions,
number of fixations (by cell and by AOI) and stratel§dc Shaded coefficients are statistically
significant at the 5 per cent level.
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Averaget HALow HA Middle HA High A NA DomCol noNe UnigNe PD WL
All matrices 0.63 0.94 0.51 0.42 0.50 0.75 0.72 0.56 0.75 0.79 0.32
cluster 1 1.32 1.40 1.37 1.19 1.06 1.58 0.95 2.19 1.13 1.45 0.90
cluster 2 0.87 0.73 0.91 0.99 046 1.28 0.53 1.95 1.01 0.60 0.29
cluster 3 1.18 1.86 0.68 1.00 1.02 1.33 1.50 1.70 0.52 154 0.64
cluster 4 112 1.48 0.71 1.18 0.83 141 0.87 0.68 2.92 0.98 0.16
cluster 5 0.69 1.42 0.36 0.31 041 0.98 0.60 0.79 137 046 0.27

Table 4: Cognitive Hierarchy Model: the value of parameteralculated for different
groupings of matrices
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Figures

Fig. 1: Summary of the transitions of interest; the numberslio igpresent the labels of the
different Areas Of Interest (AOI), from 1 to 18he transitions are represented as follows:
Row Player by row (RPr): thin continuous line with arrowstu@m Player by column (CPr)
dashed line with arrows; Row Player by Column (RPc): thin contimdime with circles;
Column Player by column (CPc): dashed line with circles; Infracell (INF)k thomtinuous
line
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Appendices

Appendix A: Experimental Instructions

The following is a translation of the original instructions inid@al Original

instructions are available upon request.

INSTRUCTIONS

Dear student, you are about to participate in an experiment on titerac
decision-making. Your privacy is guaranteed: results will be usegualltshed
anonymously. All your earnings during the experiment will be expressed in
Experimental Currency Units (ECUs). Your earnings will depend on your
performance in the experiment, according to the rules which we wikiaxp

you shortly. You will be paid privately and in cash at the end of theriexpeatal
session. Other participants will not be informed about your earnings: tie
experiment you are asked to complete a short questionnaire. Thaumayou

canearn in the experiment is 14 Euros, the minimum 7.

THE EXPERIMENTAL STRUCTURE

The experiment consists of 30 rounds; in each round you will face aaciite
decision making situation. In each round you will have to ch@pgeamong
three options: the word“interactive” means that the outcome of your decision
will be determined by your choice and by the choice of another partici

randomly chosen at the end of the experimental session.

The structure of each interactive decision problem, henceforth GAMEbev

represented by a table like the one below:
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C C C
R R R

C C C
R R R

C C C
R R R

where letters will be substituted by numbers, indicating an amour€ld6EThe
table has three rows and three columns.

You and the participant with whom you are paired will play the froles
respectively, of ROW PLAYER and COLUMN PLAYER.

The available choices of the ROW PLAYER (for you) are represented by the
ROWS of the table (the first row on top, the second row in the middle, tdeathi

the bottom), and the available choices of the COLUMN PLAY ERrepresented

by the COLUMNS of the table (the first column on the left, treosd column in

the center, the third column on the right).

Each possible combination of choices of row and column player (i.e., each
possible combination of rows and columns of the table) identifies elhan¢he
matrix. Each cell reports two numerical values. These values fadie@earnings

(in Experimental Currency Units) of each participant associated thidih
combination of choices. Conventionally, the number on the bottom of the cel
represents the earnings of the ROW PLAYER (your earning), while the number
on the top represents the earnings of the COLUMN PLAYER.

For example: in the table below, if YOU choose the top row and the @THE
PLAYER chooses the column in the middle, then your earnings will be those
the cell at the inter- section between the selected row and column

In this example YOU earn 4 ECUs and the OTHER PLAYER 7 ECU
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4 7 3
6 4 5

4 6 5
3 5 3

6 4 7
5 6 4

Bear in mind that you cannot directly choose the cell of the table nhuboe of
the rows (the other participant with whom you are matched will choose
column). Only the combination of both choices will select one and onlgelhe

corresponding to your earnings and to those of the other participant.

INFORMATION

In each of the 30 rounds, the screen will show the decisionalftaltleat round,

and you will be asked to make a decision knowing your gain will dependonly
that choice and the choice of the person matched with you.

Please remember that you cannot choose a single cell, but omtyttikat you
prefer, given your considerations.

To help you with your choice, the ECUs of the row player (yours) are qooesiti

in the bottom-left corner of each cell and will be in yellow, witie ECUs of the
column player will be in the top right corner of the cell and will be in red.

To select your choice you will have to press key 1 for row 1 (the row on the top of
the matrix), 2 for row 2 (the row in the middle of the matrix), and 3 for row 3 (the

row on the bottom of the matrix).

You will face 30 decisional matrices, corresponding to 30 different oiteea
situations. The matrices are divided in 3 blocks of 10 matricels. édter each
block there will be a short procedure to verify the correct focus of tbdirgy

equipment.
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There is no relation among your choices in the different gamek, gaane is
independent from the others.

There is no time limit. We only ask you to try, if possible, to tattdonger than

one minute for each game.
At the end of the 30th round, the first part of the experiment will be el

and your earnings for this part will be determined.

PAYMENTS

Each matrix is identified by a code. Some tags have been plagdox, each
showing the code of one of the matrices. The experimenter will astoymak 3
of these tags from the box. You will be paid according to the earabigged in
the tables corresponding to the extracted codes. In a second box 20 tags have been
placed, corresponding to 20 subjects that have participated in thensxpeas
column player. You will have to draw 3 tags from this box too

Your earnings will be determined by your choices and by the choichs ttiree
people selected, in the three matrices you have drawn. Each miltrike
associated with one column player only, to have exactly 3 outcomes.

Since each of the 30 decisional tables of the experiment hagigeppsobability
of being selected for payment, we ask you to devote the saemicaitto all of
them.

Before the experiment starts, we will ask you to answer a simple moosy
guestionnaire, in order to test whether instructions have been dealdystood
or whether clarifications are needed. If there are incorrect answenslehant
part of the instructions will be repeated. After the questionnaireeplsas
completed, the experiment proper will start.

At the end of the experiment, the experimenter will commuamitia¢ exchange
rate between Euros and ECUs, you will have to complete a questsraral you
will be paid privately and in cash.

Thank you for your kind participation!
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Appendix B: Questionnaire

Dear Participant,

the following questionnaire has the sole purpose of verifying your understanding
of the rules of this experiment. We ask you to answer the followingtiqus. If
you are uncertain about how to respond, please consult the instructions sheet

Your answers to these questions will not affect your earnings in the experiment.

Thank you for your cooperation!

2 4 9
3 2 1

6 5 6
4 4 7

3 2 8
2 1 2

Suppose you ar e assigned therole of ROW PLAYER:

e If the COLUMN PLAYER chooses the central column and you choose
the top row, how many ECUs will you earn? ........... And how many will
the other player earn? ...........

e If you choose the central row, and COLUMN PLAYER chooses the
column on the right, how many ECUs will that person earn? ........... And
how many ECUs will you earn? ...........

e If the other player chooses the column on the left, your earnings will be:

o If you choose the top row: ...........
o If you choose the central row: ...........

o If you choose the bottom row: ...........

Suppose you ar e assigned theroleof COLUMN PLAYER
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e If the ROW PLAYER chooses the central row and you choose the left
column, how many ECUs will you earn? ........... And how many will the
other player earn? ...........

e If the other player chooses the top row, your earnings will be:

o If you choose the column on the left: ...........
o If you choose the central column: ...........

o If you choose the column on the right: ...........

. Your role (as ROW or COLUMN PLAYER) in the rounds of the
experiment will change:
TRUE or FALSE

o The participant with whom you are paired will be determined randoml
each round, and you will never be matched more than once with the same
participant.
TRUE or FALSE

e After you have taken your decision on a table, you will be able to observe the
choice of the participant with whom you were paired.
TRUE or FALSE
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Appendix C: Risk attitudes and personality measures

We present here the questionnaires on cognitive abilities and persoraalgty
that have been presented to experimental subjects after the conclugioe of
experiment, briefly summarizing the goal of each of these tédter the
experiment, the tests were not presented as a unique questionnagreosiecof
them required a direct interaction with the experimenter. Thereforprefer to
discuss each test separately, rather than report thefexaet that was presented
to subjects. Besides the tests presented in this appendix, subgeetprasented
the “Holt and Laury Risk Aversion test”.

Test of the Theory of Mind

In Psychology, Theory of Mind (TOM) indicates not only the ability to ptedi
and comprehend the mental states of other intelligent beingsisbutha ability

to understand that others can have state of minds that are diffienenone’s

own.

The term Theory of Mind has been proposed for the first time by Preamatk
Woodruff (1978)in a study on chimpanzees, and since then this stream of
research has received increasing attention, concerning in partibalaole of
TOM in developmental age (Wimmer and Perner 1983; Fodor 1992) and in
individuals with cognitive dysfunctions (like autism, Baron-Coh885).

Tests for TOM are designed to discriminate subjects with nowoughitive
capacities from those with cognitive dysfunctions. No tests haga designed to
discriminate among different levels of TOM ability in subjeetsh normal
cognitive capacities

Of the several tests of TOM proposed in the literatweedecided to use the one
known as Reading the Mind in the Eyes test (Baron-Cohen et al. 206k} Ba
Cohen 2004). This test is the ledsvial for subjects with normal cognitive
capacities. The test was aimed to test the existence olatmme between an
agents’ TOM ability and her ability to locate equilibria in the game doen
increased capacity to develop correct beliefs on the oppgenéethavior

assuming this latter capacity is correlated with TOM ability
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We used the version presented in Baron-Cohen (2004), translated from English
into Italian and validated before publication.

In this test, experimental subjects are presented with 36 pictuties eye-region

of faces of different persons; for each picture, subjects have to, Sedecta list

of four possible states of mind, the one that best describesatbetimind of the

person portrayed.

Working Memory test, Wechder Digit Span test, and Cognitive
Reflection test

In order to test the role of memory capacity and cognitive refleatigtrategic
behavior, we presented three short tests to our experimental subjects: the
Cognitive Reflection test (Frederick 2005)e ¥echsler Digit Span test for short
memory (Walsh and Beti990),and a working memory test (Unsworth and Engle
2007).

The Cognitive Reflection test was proposed by Frederick (2005) andtaims
measure a specific type of cognitive ability, i.e. the abitityesist an immediate
intuitive and wrong answer, executed with little deliberation, in favothe
search for the correct answer requiring a more complex reasoning. This is
motivated by the distinction of two cognitive systems inltheman mind: System
1 gives spontaneous reactions and does not require explicit reasoning (as
recognizing a known face), while System 2 requires effort and concentfato
in solving a complex mathematical equation) (Epstein 1994; Fredzo@k).
The cognitive abilities measured by this test are particulalgvant for the
situations faced by subjects in this experiment, as our payoffoestimcluded
both "intuitive” choice options (like the attractor strategy) and options (such as
the equilibrium strategy) requiring sophisticated reasoning to be detected.
The test consists of three simple questions, for each of whichparsine — and
wrong - answer comes naturally to the mind of the reader. The questetise
following (Frederick 2005):

1. A bat and a ball cost 1.10 in total. The bat costs 1.00 more than the bal

How much does the ball cost?
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2. If it takes 5 machines 5 minutes to make 5 widgets, how long would it
take 100 machines to make 100 widgets?

3. In a lake, there is a patch of lily pads. Every day, the patch double
size. If it takes 48 days for the patch to cover the entire lake,|dmayv
would it take for the patch to cover half of the lake?

The score of the test corresponds to the number of correct answers given.

The Wechsler Digit Span test is part of a more complex tdigdceechsler
Memory Scale developed by David Wechsler (1987) to measure humaorynem
capacity.

We focused on the Digit Spaaswe were interested only on a test of short-term
memory (defined as the ability to store a small amount of informatidmezcall it

after a short time). Although the overall reliability of the Weahblemory Scale

has been more recently reconsidered (Elwood 1991), the reliability single
components (such as the Digit Span) has been confirmed and has been used in
recent economic experiments (Devetag and Warglien 2008; Rydval, Ortmann, and
Ostatnicky2009).

In this test, subjects are asked to repeat a seqoédigits immediately after the
experimenter has finished reading it. The first sequence containsntimdeers,

and successive strings are of increasing length; the tgwst wtoen the subject
commits an error in recalling a sequenthe whole test is then repeated. The
number of digits of the longest string that has been correctly edchil the
subject corresponds to the score obtained in the test.

The strings of numbers were the same for all subjects

The working-memory test used in this experiment is called Immediate Ecadl R
and refers to a large literature on working memory that defineshieaability of
temporarily storing and manipulating information. Given the definitbshort-
term memory that we gave before, working-memory is defined as ity &b

manipulate and organize information stored in short-term memory.
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Despite the plausibility of this distinction, several scholarsndbconsider the
two processes as distinct, and include short-term memory into ngemk&mory
(Unsworth and Engle 2007).

Since the topic is still debated, we decided to admingstexst called Immediate
Free Recall, one of the few working-memory tests that can be usimg paper

and pencil.

In the test, the experimenter reads aloud ten words (each every kooidls).
Once finished, the subject writes down as many words as she camloem In

this experiment (unlike the Wechsler Digit Span test) the order in which the words
are recalled is not relevant.

We selected a list of ten words randomdyngling from the “Toronto Noun Pool”

(to be found at http://memory.psych.upenn.edu/WordPools) of the University of

Pennsylvania. The list was the same for all experimental subjects.

Premeditation, Sensation Seeking, Need for Cognition,

Per severance, and Math Anxiety

These five scales aim to measure different personality thatsare relevant from
an economic perspective; for example, an individual with low condilem his
mathematical abilities will probably not be able to locate ghailibrium of a
game, while an individugbroneto sensation seeking will probably be more risk
seeking. These tests have already been successfully usedemt szonomic
experiments (e.g., Rydval, Ortmann, and OstatnRg0).

The Premeditation scale measuraslividuals’ propensity to control their
impulsive instincts and reason carefully when carrying out a phatitask, Need
for Cognition measuresubjects’ intrinsic motivation and level of commitment,
while Perseverance measures (as the name suggests) the teatlgacy of an
individual to persist in a demanding task. We assumed thesestiales could be
positively correlated with the ability to locate the equilibrium aofgame, or
negatively correlated with the tendency to look for safé¢obvious’ solutions
(strategies giving a constant payoff, or attractors). In allesca low number

indicates a high level of premeditation, commitment, and perseverance.
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Sensation Seeking measures the natural tendency of an individi@dk for
exciting situations and can be considered a measure of risk propensitye In t
experiment, sensation seekers might choose the strategy giving thesthig
possible payoff (maximaxi or Optimistic) regardlessttw risk involved in the
choice. In this scale, a low score indicates a high level of sensation seeking.
Math Anxiety measures the feelings that an agent has when deaiihg
mathematical tasks and might be correlated with the ahitityjocate the
equilibrium of the game. A low score indicates a relaxed feelowards
mathematics.

These scales have the common drawback of being self-reportsmftissi that
there is no control on the attention and effort exerted in answering tegogge

in addition, subjects answer according to their own opinion about themselves
(which could be an inaccurate evaluation of their capacities or propenstoes
example, a person might result as having a high score of Sensat&mdS
because she might be overconfident but not really willing to aat@rdance
with her own self-image

In the experiment, we presented to the subjects a questionnaire of Sibrpie
covering all the scales. For each question, subjects had to cleopeeferred

answer among “True, Quite True, Quite False, False
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