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Abstract

We develop a model to study the impact of corporate governance on firm investment decisions and industry competition. In the model, governance structure affects the distribution of shares among short- and long-term oriented investors, the robustness of the management regarding possible stockholder interference, and the managerial remuneration scheme. A bargaining process between firm’s stakeholders determines the optimal allocation of financial resources between real investments in R&D and financial investments in shares buybacks. We characterize the relation between corporate governance and firm’s optimal investment strategy and we study how different governance structures shape technical progress and the degree of competition over the industrial life cycle. Numerical simulations of a calibrated set-up of the model show that pooling together industries characterized by heterogeneous governance structures generate the well-documented inverted-U shaped relation between competition and innovation.
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1 Introduction

Recent empirical evidence indicates the existence of an inverted-U shaped relation between innovation and competition (see, e.g., Aghion et al., 2005).\textsuperscript{1} This relationship is mediated by a variety of factors. One of them is corporate governance meant as “the collection of mechanisms, processes and relations by which corporations are controlled and operated” (see Shailer, 2004).

Several studies have shown how different aspects of corporate governance may impact on firm innovation. One of them is the ownership structure of firms (e.g. Kim et al., 2008). Another one...
is the presence of institutional investors and career concerns of managers (e.g. Aghion et al., 2013; Chakravarty and Grewal, 2011). A third aspect is represented by the financial performance-based remuneration system for managers (e.g. Honoré et al., 2015). At the same time, those studies have not formulated a comprehensive theory describing how the interaction among different aspects of corporate governance may influence innovation by heterogeneous firms, and how the latter may in turn shape the process of competition within an industry. This is the main task we try to accomplish in this paper.

We develop a formal model that explains how several aspects of governance structure of a publicly traded firm interact in determining firm’s decision about the allocation of funds either to a productivity-enhancing R&D investment or to an investment in share buybacks. On the one hand, R&D investments increase a firm’s productivity and competitiveness in the industry. They can therefore generate higher profits and thus increase dividends and managers’ bonuses. On the other hand, share buybacks increase a firm’s share price. They thus have an immediate impact on shareholders’ wealth and on the value of managers’ share-based remuneration. In the model, we assume that managers and shareholders are the relevant stakeholders for a firm’s investment decision. In addition, shareholders are divided in two different groups according to their investment horizon: short- or long-term investors. The three stakeholders participate to a tripartite bargaining process that determines firm’s optimal allocation of internal funds between R&D investments and shares buybacks. Corporate governance structure, in this context, encompasses the distribution of bargaining power among investors and the management, as well as the managerial remuneration scheme composed of bonus- and equity-based elements. The bargaining power of each stakeholder is determined by the distribution of shares among the short- and long-term oriented investors, and by the robustness of the management regarding possible interference of shareholders.

We first characterize the impact of governance structure on the investment behaviour of a single firm by employing a static and deterministic version of the model. We show that a stronger presence of short-term investors, and/or a higher share-based compensation of managers crowds out R&D investments in favour of buybacks. Although the static model already provides insights on how corporate governance impacts on innovation, it cannot be used to study how the latter may alter the process of competition among heterogeneous firms and the dynamics of an industry. For this reason, we consider a dynamic and stochastic version of the model that allows us to study the effects of governance structure upon technical change and competition over the industry life cycle (Klepper, 1996). Simulations using a calibrated set-up of this extended version of the model demonstrate the existence of non-trivial relationships between governance structure and industry dynamics. While technical progress is positively associated with the presence of long-term investors, the link between market concentration and ownership structure is multifaceted. The relation can either be monotonically decreasing or inverted-U shaped, depending on (i) the managerial independence, (ii) the stage of the industry life-cycle, and (iii) the short- or long-term orientation of managers induced by their payment scheme.

In a final step, we aggregate the simulation results over all the considered configurations of governance structure and over different phases of the industry life-cycle. By considering the emergent level of industry competition and the rate of technical change at once, we find that they form an inverted-U shaped relationship. This last finding provides a complementary view on the link between technical change and competition (see Aghion et al., 2005). In particular, it indicates that this relation is affected by the characteristics of the corporate governance, and it is different across indus-
try life-cycle stages.

The paper is organized as follows. In Section 2, we provide a short review of the relevant literature about corporate governance and firm innovation and we list two stylized facts about governance structure and innovation that our paper tries to address. Section 3 introduces the static model of corporate governance and formally describes the effects of governance structure on the optimal allocation of resources. Section 4 and Section 5 respectively describe the dynamic industry model and its calibration. The results of extensive simulation experiments addressing the effect of governance structure on competition and technical progress are discussed in Section 6. Section 7 provides conclusive remarks. Complementary technical details can be found in the Appendix.

2 Governance structure and firm innovation: two stylized facts

The past decades have witnessed a growing influence of institutional investors in publicly owned companies. Their participation in the U.S. stock market (measured by the percentage of total ownership of shares) has been increasing from 10% in 1952 to over 70% in 2006 (see Gillan and Starks, 2007). Institutional investors have also played a far more active role in the firms’ key decisions, e.g. by installing representatives in corporate boards, or by executing their voting rights as block-holders. The increasing importance of institutional investors has transformed the governance landscape of the firm, exacerbating conflicts between shareholders and management.

Questions on whether a larger presence of institutional investors has a positive or negative effect on innovation have originated a large debate both among academics and practitioners. For instance, Aghion et al. (2013) analyse the link between institutional ownership and innovation activities and find a positive relationship, due to career concerns of managers under institutional ownership. Other studies (e.g. Sherman et al., 1998) highlight instead that the effect of institutional ownership on firm innovation is very much affected by the degree of investors’ heterogeneity. Investors’ heterogeneity might indeed be the source of conflicting interests not only between shareholders and the management (a classical principal-agent conflict, see e.g., Jensen and Meckling, 1976) but also among different types of shareholders (a principal-principal conflict; see, e.g., Young et al., 2008). The literature has also focused on the distinction between short- and long-term institutional investors (e.g. Gaspar et al., 2012). In this context, Bushee (1998) finds that managers are more likely to cut R&D expenses if a higher proportion of short-term shareholders is present. In addition, Brossard et al. (2013) show that the presence of institutional investors promotes R&D investments as long as impatient investors are not dominating. Similarly, Cremers et al. (2020) provide evidence that the presence of short-term institutional investors is associated with cuts to R&D investments in order to generate higher earnings and temporary boosts in the stock price. The evidence provided by the above studies leads us to state the first stylized fact:

**SF1** A strong presence of impatient (short-term) investors among the shareholders of a firm has a negative effect on firm R&D activities.

The debate about the impact of institutional ownership on innovation is very much linked to the one about managers’ incentives over alternative investments. In the last decades, non-financial corporations started to reallocate an increasing amount of resources from their core business activities (included R&D) towards alternative financial investments of different kinds (Epstein, 2005). In this context, programs to repurchase own stocks have gained massive relevance for publicly listed...
firms. Lazonick (2014) reports that between 2003 and 2012, S&P 500 companies, invested 54% of their earnings into share repurchases. Large European firms are following this trend. S&P 350 Europe companies have allocated 20% of total earnings toward share buybacks in the 2000-2015 period (see Sakinc, 2017). Some economists have expressed concerns that the rising frequency and volume of stock repurchase programs might have crowding-out effects, leading to underinvestment in long-term and intangible projects such as R&D (see, e.g., Lazonick and O’Sullivan, 2000; Lazonick, 2014).

The traditional view suggests that buybacks are used as a signalling device (e.g. Comment and Jarrell, 1991), to take advantage of a potential undervaluation of firms’ stocks (e.g. Ikenberry et al., 1995) or as a channel to distribute excess capital to shareholders (e.g. Dittmar, 2000). Bens et al. (2002) connects share repurchases with the compensation scheme of executives estimating that firms experiencing a significant exercise of employee stock options shift resources away from real investments towards the repurchase of their own stocks. More recent empirical evidence supports this finding. Using a sample of 700 US firms, Bhargava (2013) shows that share repurchases are positively associated with the amount of stock options granted by the firms as part of their executive compensation schemes. Furthermore, share repurchases and stock options are negatively associated with expenditures on research and development supporting the crowding-out hypothesis. Similarly, Turco (2018) finds a positive association between the amount of stock options and shares repurchases; a negative relation is instead estimated among stock-options and real investments. The above empirical evidence suggests the formulation of a second stylized fact:

**SF2** A stronger stock-based remuneration of a firm’s executives has a positive impact on the amount of share buybacks committed by the firm.

Altogether, **SF1** and SF2 describe empirically documented properties concerning firm governance structure and firm investments. In the next sections we develop a formal theory replicating these stylized facts and shedding light on how the interaction among corporate governance characteristics may shape firm innovation and alter industry competition.

### 3 Governance structure and firm investment choice: a static framework

We begin by developing a simple static model to study how corporate governance structure shapes firm’s investment choices. In the model firm choices are the result of a joint negotiation among three types stakeholders: managers, short- and long-term shareholders. We assume that each party is endowed with a specific bargaining power and pursues a specific objective. The bargaining power of the management is determined by the level of managerial independence from the whole body of shareholders. The relative importance of short- and long-term investors among shareholders is instead determined by their respective ownership share.

#### 3.1 The model

Let’s consider a firm existing only three periods $t = \{0, 1, 2\}$. At period $t = 0$, a number of short-term investors and a unique long-term investor jointly hold $n > 0$ shares of the company. Let’s denote by $\ell$ and $1 – \ell$ (with $\ell \in (0, 1)$) the proportion of the $n$ shares held, respectively, by the long-term and short-term investors. This defines the ownership structure of the firm. The two types of

---

2 All these empirical evidences are consistent both with the sub-optimal rent extraction view (Walker, 2002), as well as with the optimal compensation view (Bolton et al., 2006).
investors differ from each other in terms of their investment horizon. Short-term investors aim at selling their shares in period \( t = 1 \). In contrast, the long-term investor holds his share until the firm is liquidated at \( t = 2 \). A manager, in charge of the operational decisions of the firm completes the set of stakeholders and is rewarded with a fixed income, bonuses and shares of the firm. The fixed income \( W_F \) is paid in period 1 and, for the sake of simplicity, set to zero. Bonuses are distributed in period \( t = 2 \) as a fraction \( \gamma \) of realized profits. In addition, \( \beta \) restricted shares are assigned to the manager in period \( t = 0 \) and can be monetised at period \( t = 1 \). The firm is endowed with a budget that – without loss of generality – is equal to 1. In period \( t = 0 \), the firm’s budget can be allocated among two investment alternatives: a stock price-enhancing shares buyback \( b \) and a productivity-enhancing R&D investment \( x = 1 - b \).

R&D yields a profit at \( t = 2 \), which is given by a concave function \( \Pi(x) = \Pi(1 - b) \) with:

\[
\Pi'(1 - b) > 0, \quad \Pi''(1 - b) < 0 \quad \text{and} \quad \Pi(0) = (1 + r)^2, \quad r > 0.
\]

Notice that the function \( \Pi(1 - b) \) determines the monetary value that is distributed among shareholders when the firm is liquidated at \( t = 2 \) (net from the payment of the manager bonus). The restriction on \( \Pi(0) \) implies that for all \( x \in (0, 1] \) investing in R&D is more profitable than investing for two periods in a risk-free asset with interest rate \( r > 0 \).

By allocating the amount \( b \) to share buybacks, the firm commits to spend an amount \( b \) to repurchase outstanding stocks from the investors in period \( t = 1 \). In general, investors are willing to sell their shares in \( t = 1 \) as long as they are compensated for the discounted terminal value of a stock, i.e. the proportional claim of a single share regarding the final liquidity of the firm. Hence, for a given buyback volume \( b \), the value of holding a share in period \( t = 1 \) must be equal to

\[
V_1 = \frac{q(1 - \gamma)\Pi(1 - b)}{n + \beta - \frac{b}{V_1}},
\]

where \( q \in (0, 1) \) is the discount factor. We assume that short-term investors and the manager aim at selling their shares to the firm in \( t = 1 \). In contrast, the long-term investor is committed to keep the shares such that the maximum number of stocks to be repurchased by the firm is limited to \((1 - \ell)n\) implying an upper cap \( b^\text{max} \) for the buyback volume.\(^3\) Solving (2) for \( V_1 \) leads to the equilibrium price at which the stocks are sold in \( t = 1 \) that is

\[
V_1(b) = \frac{b + q(1 - \gamma)\Pi(1 - b)}{n + \beta} \quad \text{with} \quad 0 < b < b^\text{max},
\]

where \( b^\text{max} \) satisfies

\[
b^\text{max} = (1 - \ell)q(1 - \gamma)\Pi(1 - b^\text{max}) \over \ell.
\]

### 3.2 Governance structure and firm choices

We model the optimal allocation of firm resources \((x^*, b^*)\) as a trilateral Nash bargaining process \(^4\) between the manager and the two groups of shareholders (short-term and long-term ones). In the bargaining process the manager maximizes her income which at \( t = 0 \) is equal to the discounted

\(^3\)This implies also a minimal cap \( x^\text{min} = 1 - b^\text{max}/V_1(b) \) of real investment.

\(^4\)Note that Nash’s axiomatic theory of bilateral bargaining extends unchanged to multilateral situations, see, e.g., Krishna and Serrano (1996).
sum of bonus payments and to the realized amount from selling shares. The objective function of the manager is thus equal to:

\[ M(b) = \gamma q^2 \Pi(1 - b) + \beta q V_1(b). \] (5)

The two types of shareholders maximize their income at the investment horizon of interest. More precisely, the short-term shareholders maximize the share price in \( t = 1 \), i.e. the price at which they are going to sell their stocks. Their objective function writes:

\[ S(b) = q V_1(b). \] (6)

The long-term investor, in contrast, maximizes the final value paid out at \( t = 2 \) when the firm is liquidated. Hence his objective function is:

\[ L(b) = \frac{q^2(1 - \gamma) \Pi(1 - b)}{n \ell}. \] (7)

Finally, the joint objective function is the Nash product of the individual ones and writes:

\[ J(b) = M(b)^\psi S(b)^{\phi^S} L(b)^{\phi^L}, \] (8)

where \( \psi > 0, \phi^S > 0 \) and \( \phi^L > 0 \) are parameters capturing the bargaining power of each stakeholder. Moreover, the condition \( \psi + \phi^S + \phi^L = 1 \) holds. The parameter \( \psi \) captures manager’s autonomy. A high level of \( \psi \) implies that the manager is powerful and makes the investment decision with few interference from the investors. Similarly, \( \phi^L \) and \( \phi^S \) capture the degree of influence that the long- and the short-term shareholders exert. We further link shareholders’ degree of influence to their proportion of firm shares (respectively \( \ell \) and \( 1 - \ell \)), according to:

\[ \phi^L = (1 - \psi) \ell \text{ and } \phi^S = (1 - \psi)(1 - \ell). \] (9)

The set of parameters \( \phi^L \) and \( \phi^S \) and \( \psi \) defines the whole governance structure of the firm, together with the ones related to the manager’s remuneration \( \gamma \) and \( \beta^S \). Firm investments result from the solution of the following maximization problem

\[ b^* = \arg \max_{b \in [0, b_{\max}]} M(b)^\psi S(b)^{\phi^S} L(b)^{\phi^L}. \] (10)

The solution of the above problem defines the optimal levels of share buybacks \( b^* \) and of R&D investment \((x^* = 1 - b^*)\).

### 3.3 Comparative statics

The problem stated in (10) does not have a closed form solution. However, we can use first-order conditions to characterize the marginal effects induced by changes in the parameters related to governance structure. This is the task accomplished by the next propositions. All proofs are presented in Appendix A. We first consider the marginal effect of a change in proportion of shares \( \ell \) held by the long-term investor on firm investments.

---

\(^5\)Note that in the following discussions, depending on the context, we will consider either parameters \( \ell \) or \( \phi^L \) and \( \phi^S \) when referring to the power distribution between short- and long-term shareholders.
Proposition 1. When \( b^* \) is an interior solution of (10), the marginal effect of the proportion of shares \( \ell \) held by long-term investors on the optimal level of buybacks \( b^* \) is negative, i.e. \( \frac{\partial b^*}{\partial \ell} < 0 \). In a corner solution with \( b^* = b^{\text{max}} \), the sign of the marginal effect is negative as well.

The implications of Proposition (1) are clear. When the proportion of long-term shareholders increases the firm devotes more resources to R&D rather than to buybacks. This finding is fully consistent with Stylized Fact 1 (see Section 2), which states that a higher importance of short-term oriented investors is associated with a diverting of resources out of productive activities into financial activities. The next proposition considers the effect of a variation of the degree of manager’s autonomy \( \psi \).

Proposition 2. When \( b^* \) is an interior solution of (10), the marginal effect of the manager’s influence \( \psi \) on the optimal level of buybacks \( b^* \) is ambiguous. In particular, there exist threshold values \( \hat{\gamma} \in (0, 1) \) and \( \hat{\beta} \geq 0 \) such that:

1. if \( \beta \geq \hat{\beta} \), then \( \frac{\partial b^*}{\partial \psi} \geq 0 \),
2. if \( \beta < \hat{\beta} \), then \( \frac{\partial b^*}{\partial \psi} > 0 \) for \( \gamma < \hat{\gamma} \) and \( \frac{\partial b^*}{\partial \psi} \leq 0 \) for \( \gamma \geq \hat{\gamma} \).

In a corner solution with \( b^* = b^{\text{max}} \), the managerial influence \( \psi \) has no effect on \( b^* \).

The implications of Proposition 2 are less straightforward. The sign of the marginal effect depends on the composition of the manager’s remuneration. Nevertheless, the results are quite intuitive as only those compensation schemes that put a stronger emphasis on bonuses rather than stocks generate stronger incentives to invest in R&D. In fact, only if the bonus parameter (\( \gamma \)) is relatively large and, at the same time, the number of shares (\( \beta \)) issued to the manager is limited, then an increase in the decision power of the management board has a positive effect on the real investment level (a negative one on buybacks).

We now turn to analyze the marginal effects of a change in the parameters determining manager’s remuneration. The following proposition summarizes the effects of a variation in the share-based remuneration parameter \( \beta \).

Proposition 3. When \( b^* \) is an interior solution of (10), the marginal effect of the share-based remuneration parameter \( \beta \) on the optimal buyback level \( b^* \) is always positive, i.e. \( \frac{\partial b^*}{\partial \beta} > 0 \). In a corner solution with \( b^* = b^{\text{max}} \), a change in \( \beta \) has no effect on the optimal buyback level \( b^* \).

This proposition shows that an increase in the share-based compensation of the manager creates stronger incentives to invest in buybacks and it crowds out R&D investments. This is in line with Stylized Fact 2 (see Section 2). Finally, the marginal effect of the bonus-related parameter \( \gamma \) can be characterized as follows:

Proposition 4. When \( b^* \) is an interior solution of (10), the marginal effect of the bonus parameter \( \gamma \) on \( b^* \) is ambiguous. In particular, there exist threshold values \( \hat{\gamma} \in (0, 1) \) and \( \hat{\beta} \geq 0 \) such that:

1. if \( \beta \geq \hat{\beta} \), then \( \frac{\partial b^*}{\partial \gamma} \leq 0 \),
2. if \( \beta < \hat{\beta} \), then \( \frac{\partial b^*}{\partial \gamma} < 0 \) for \( \gamma < \hat{\gamma} \) and \( \frac{\partial b^*}{\partial \gamma} \geq 0 \) for \( \gamma \geq \hat{\gamma} \).

In a corner solution with \( b^* = b^{\text{max}} \), an increase in \( \gamma \) always reduces \( b^* \).
The last proposition indicates that an increase in bonus payments decreases share buybacks in favour of a high R&D investment only if the manager has a high share-based remuneration $\beta$. This result is explained by the fact that a higher $\beta$ does not only affect the incentives of managers but also the ones of long-term and short-term investors, because it decreases their respective pay-offs (see Equations (2) and (3) above). This creates stronger incentives to increase the firm value via higher profits from R&D investments.

4 Governance structure, innovation and competition: a dynamic framework

In the previous section we demonstrated that firm governance structure has a strong impact on firm investment choice by using a static and fully deterministic model. In this way, we could identify which governance structures are associated with high levels R&D investments and which instead generate a high level of share buybacks. However, the static framework cannot be used to investigate how corporate governance impacts on industry competition and evolution. For this reason, we now embed our simple model of firm investment choice in a fully dynamic framework. Building on Dawid et al. (2019), this new framework comprises a dynamic industry model with heterogeneous firms, endogenous technical change and a stylized financial market. Our modelling approach is very much inspired by evolutionary models of industrial dynamics (see e.g. Dosi et al., 1995; Winter et al., 2003; Dosi et al., 2017) and populated by boundedly-rational agents that take decisions sequentially. R&D investment increases firm competitiveness whereas share buybacks potentially drive up the share price on the financial market. Agents in this framework have bounded rationality. Although they take decisions on the grounds of constrained maximization they have limited information sets.

4.1 Competition and innovation in the goods market

We assume a market populated by $n$ firms (indexed by $1, \ldots, n$) interacting in a monopolistic competitive environment. Each firm produces a firm-specific variety of the same good and the demand of a firm $i$ is given by

$$Q_{i,t}^D(P_{i,t}) = \frac{m_t(nP_{i,t})^{1/(\rho-1)}}{\sum_j^n P_j(t)(nP_j(t))^{1/(\rho-1)}}.$$  

(11)

where, $m_t$ measures the market size, $P_{i,t}$ the firm-level price and $\rho$ the inverse elasticity of substitution between the goods produced by the different firms in the industry.

Each firm sets the price according to mark-up pricing on unitary costs. The price of firm $i$ in period $t$ is determined by

$$P_{i,t} = (1 + \mu) \frac{w_t}{A_{i,t}},$$

(12)

where $A_{i,t}$ describes the productivity level of the firm and $w_t$ is an industry specific wage level. The latter is proportional to average industry productivity $\bar{A}_t$:

$$w_t = \varphi \cdot \bar{A}_t, \quad \varphi > 0.$$  

(13)

The firm-specific operating profit $\Pi_{O,i,t}$ is computed as follows:

$$\Pi_{O,i,t} = \left( P_{i,t} - \frac{w_t}{A_{i,t}} \right) \cdot Q_{i,t}^D - W^F = \Pi_{i,t}^* - W^F$$  

(14)
where \( W^F \) represents a fixed management cost (i.e. a cost to pay the fix part salary of the boards of managers) and \( \Pi_{i,t}^\ast \) defines the market profits.

The above formulation implies that all product-market activities of a firm, such as production and pricing, are promptly determined by the firm productivity level \( A_{i,t} \) with respect to the average productivity \( \overline{A}_t \) and by the characteristics of the demand.

The firm productivity level \( A_{i,t} \) evolves endogenously over time due to process innovations carried out by the firm. Innovation is modelled as a stochastic process, which depends on firm’s R&D investments \( I_{i,t} \):

\[
A_{i,t} = \begin{cases} 
\zeta_{i,t} A_{i,t-1} & \text{with prob. } \alpha \left(1 - e^{-\lambda \cdot (I_{i,t})^\tau}\right) \\
A_{i,t-1} & \text{else,}
\end{cases}
\]  

(15)

where the exponent \( \tau \in (0,1] \) influences the marginal likelihood of success of R&D intensity and \( \lambda \) is a scaling factor. The productivity gain \( \zeta_{i,t} \) is deterministic and it depends on the size of the gap between the firm’s knowledge stock (proxied by the firm current productivity level) and the industry-specific technological frontier \( A_{max}^\ast \):

\[
\zeta_{i,t} = \zeta \cdot \max \left\{ 1, \frac{A_{max}^\ast}{A_{i,t-1}} \right\}.
\]  

(16)

Thus, the more distant a firm is to the frontier, the easier it might be for such a firm to marginally extend its knowledge stock. This is due to the fact that knowledge, with a growing distance from the frontier, becomes less tacit and implicit and therefore easier to acquire.

### 4.2 Financial markets and share prices determination

All firms in the industry are assumed to be listed companies with \( N_{i,t} \) outstanding shares traded in every period \( t \) at a price \( V_{i,t} \) determined in a decentralized financial market. The number of firm outstanding shares evolves in every period, not only due to buybacks \( B_{i,t} \) but also because the manager receives \( \beta \) new shares (without dividends) in every period as part of her compensation (see section 4.3). Hence, the law of motion for the total number of outstanding shares is:

\[
N_{i,t} = N_{i,t-1} + \beta - \frac{B_{i,t-1}}{V_{i,t-1}}.
\]  

(17)

As in Section 3, we assume that outstanding shares are held by short-term and long-term investors. Long-term investors own a fixed fraction \( \ell \) of outstanding shares. They only trade to keep their proportion of shares at the constant level \( \ell \), such that the total number of shares owned by long-term investors is

\[
N_{i,t}^L = \ell N_{i,t}.
\]  

(18)

The remaining \( 1 - \ell \) fraction of outstanding shares is owned by \( S \) short-term risk-averse investors who aim at capital gains by trading firm shares in the financial market. Short-term traders are of different types, because they have heterogeneous expectations about the evolution of future firm share prices.

More precisely, following Brock and Hommes (1998) and Dawid et al. (2019), we assume that at any period \( t \) every short-term trader of type \( h \) allocates her wealth \( W_{h,t} \) between the shares of listed

\[\text{Notice that in equation (17) we are assuming that shares which are bought back by the firm are then retired from the market.}\]
firms and a perfectly-elastic supply of safe asset that yields a return \( r \). The law of motion for the evolution of trader’s wealth reads:

\[
\mathbb{E}_{h,t}[W_{h,t+1}] = \hat{W}_{h,t+1} = (1 + r)W_{h,t} + z_{h,i,t} \left[ \hat{V}_{h,i,t+1} + \hat{d}_{i,t+1} - (1 + r)V_{i,t} \right].
\]  (19)

where \( \mathbb{E}_{h,t}[W_{h,t+1}] \) is expected one-period-ahead trader’s wealth, \( z_{h,i,t} \) is the share of trader’s wealth allocated to firm \( i \)’s stocks in period \( t \), \( \hat{V}_{h,i,t+1} \) and \( \hat{d}_{i,t+1} \) are, respectively, the expected stock price and dividend of firm \( i \), whereas \( V_{i,t} \) is the current stock price. Notice that the term in square brackets measures the excess return to trader \( h \) from investing in firm \( i \) (with respect to the investment in the safe asset).

Furthermore, we assume that each trader of type \( h \) is a myopic mean-variance maximizer. Her demand for the stocks of firm \( i \) at time \( t \), \( z_{h,i,t} \) thus solves:

\[
\max_{z_{h,i,t}} \left\{ \mathbb{E}_{h,t}[W_{h,t+1}] - \left( \frac{\tilde{a}}{2} \right) \text{Var}_{h,t}(W_{h,t+1}) \right\}. \tag{20}
\]

where \( \text{Var}_{h,t}(W_{h,t+1}) \) is the variance of the one-period-ahead wealth and \( \tilde{a} \) is the risk aversion coefficient. The solution to the above maximization problem yields the following demand function: (see Brock and Hommes, 1998):

\[
z_{h,i,t} = \hat{V}_{h,i,t+1} + \hat{d}_{i,t+1} - (1 + r)V_{i,t} \tilde{a} \hat{\sigma}^2,
\]  (21)

wherein \( \tilde{\sigma}^2 \) is traders’ expectation of the conditional variance of excess returns per share.\(^7\) Notice that the demand function for the stock of firm \( i \) by a trader \( h \) is an increasing function of the expected price and of the expected dividend of the firm. We assume short-term traders have homogeneous adaptive expectations about future dividends of a firm \( i \)

\[
\mathbb{E}_{h,t}[d_{i,t+1}] = \hat{d}_{i,t+1} = (1 - \phi)\mathbb{E}_{h,t-1}[d_{i,t}] + \phi d_{i,t},
\]  (22)

where \( (1 - \phi) \) determines the expectations persistence. In contrast to dividends expectations, short-term traders differ in their beliefs about future stock prices of a firm. In particular, following Dawid et al. (2019) we assume that they evaluate differently the impact of share buybacks \( B_{i,t} \) on the future firm share price. In this respect, short-term traders are divided in two categories: optimists (indexed by “\( o \)” who expect a positive impact of share buybacks on share price, and pessimists (indexed by “\( p \)”), who instead expect a negative impact. The one-period-ahead expected share price by a short-term trader of type \( h \) (with \( h \in \{ o, p \} \)) can then be written as:

\[
\mathbb{E}_{h,t}[V_{i,t+1}] = \hat{V}_{h,i,t+1} = V_{i,t-1} \left( 1 + \kappa h \frac{B_{i,t}}{V_{i,t}N_{i,t}} \right). \tag{23}
\]

The coefficient \( k_h \in \{ k_o, k_p \} \) with \( \kappa_p < 0 < \kappa_o \) captures the sensitivity of trader’s beliefs to share buybacks \( B_{i,t} \).

Finally, assuming that the proportion of optimists and pessimists are, respectively, \( \theta \) and \( 1 - \theta \) and that the financial market clears at every period, we obtain\(^8\) that the market-clearing share price

\(^7\)More precisely, the expression for the conditional variance of excess returns is \( \tilde{\sigma}^2 = \text{Var}_{h,t}(\hat{V}_{h,i,t+1} + \hat{d}_{i,t+1} - (1 + r)V_{i,t}) \)

\(^8\)More technical details about the determination of the equilibrium share price be found in Appendix B.
$V_{i,t}^*$ is determined by the positive root of the following quadratic equation (see Dawid et al., 2019):

$$V_{i,t}^* = \frac{X_{1,i,t} + \sqrt{X_{1,i,t}^2 + 4(1+r)X_{2,i,t}B_{i,t}}}{2(1+r)}$$ (24)

where (after setting $a = \tilde{a}/S$),

$$X_{1,i,t} = \hat{d}_{i,t+1} + V_{i,t-1} - a\hat{\sigma}^2(1-\ell)N_{i,t}$$

$$X_{2,i,t} = \frac{[\theta\kappa_o + (1-\theta)\kappa_p]V_{i,t-1} - a(1+\ell)\hat{\sigma}^2}{N_{i,t}} + a(1+\ell)\hat{\sigma}^2.$$ 

### 4.3 The firm decision problem and stakeholders bargaining

A firm $i$ in each period must decide about the level of R&D investment and of share buybacks. Firm R&D affects firm productivity level $A_{i,t}$ and its price competitiveness in the goods market (see Section 4.1). Share buybacks impact on the share price $V_{i,t}$ (see previous section). Similarly to the static framework developed in Section 3.2, the optimal levels of R&D investments $I_{i,t}^*$ and of buybacks $B_{i,t}^*$ are set by the solution to a constrained trilateral Nash-bargaining problem among the three stakeholders of the firms – i.e. the manager, the short-term and the long-term investors. More formally the foregoing problem can be written as:

$$\max_{I_{i,t}, B_{i,t}} M_{i,t}^S S_{i,t}^S L_{i,t}^L$$

subject to

$$I_{i,t} + B_{i,t} \leq S_{i,t}(1-\delta) - W^F.$$ (25)

$M$, $S$, $L$ define the in-period income of each stakeholder and the budget constraint indicates that the resources for R&D investments and buybacks are limited by the presence of internal resources net of the fixed management costs.

The manager objective function in period $t$ is:

$$M_{i,t} = W^F + \gamma \Pi_{i,t}^* + \beta V_{i,t}.$$ (26)

The first term refers to a fix salary which the manager obtains independently from the firm performance. The second one describes the bonus salary, directly linked to the firm profits. The third term captures the gains from selling the $\beta$ newly issued shares that the manager obtains as remuneration and that she immediately cashes-in. The manager thus faces a trade-off between increasing her bonus by increasing profits $\Pi_{i,t}^*$ and reaping instead a capital gain on the firm share price $V_{i,t}$, which can be influenced by shares buybacks (see previous section). The parameters $\gamma$ and $\beta$ in the above objective function determine the manager incentives toward either real investments or buybacks.

Furthermore, the objective function of the short-term investor in period $t$ writes:

$$S_{i,t} = N_{i,t}^{S(t)} [(V_{i,t} - V_{i,t-1}) + d_t]$$ (27)

and is driven by the capital gain on the $N_{i,t}^{S(t)}$ shares achieved via an increase in the share price.9

---

9Notice that short-term investor’s incentives at time $t$ are affected only by the current share price $V_{i,t}$. This is because both the previous period share price $V_{i,t-1}$ and the dividends $d_t$ have been determined by the previous decisions.
Finally, the long-term investors’ objective function reads

$$\mathcal{L}_{i,t} = N_{i,t}^L \hat{d}_{i,t+1}^L + (V_{i,t} - V_{i,t-1}) N_{i,t-1}^L. \quad (28)$$

Differently from the short-term speculators, long-term investors takes into account the expected dividends $\hat{d}_{i,t+1}^L$ in the next period. The expected dividend per share, conditioned on the choice of $I_{i,t}$ and $B_{i,t}$, is then

$$\hat{d}_{i,t+1}^L = \frac{(1 - \gamma)(1 + r) \delta \cdot \mathbb{E}_t[\Pi_{i,t} \mid I_{i,t}]}{N_{i,t} + \beta - \frac{B_{i,t}}{V_t}}. \quad (29)$$

Notice that long-term investors extrapolate the future dividend stream naively by taking only the one-period-ahead expectation into account.\(^{10}\)

To solve the problem in (25), we equalize the weighted marginal returns from an increase in $I_{i,t}$ and in $B_{i,t}$. Accordingly, the optimal solution for each single firm is defined as the pair of values $(I_{i,t}^*, B_{i,t}^*)$ that solves

$$\frac{dJ_{i,t}}{dI_{i,t}} = \frac{dJ_{i,t}}{dB_{i,t}}. \quad (30)$$

The derivatives of the Nash product with respect to $I_{i,t}$ and $B_{i,t}$ are thereby expressed by

$$\frac{dJ_{i,t}}{dI_{i,t}} = \left( \psi_{M_{i,t}} \frac{dM_{i,t}}{dI_{i,t}} + \phi_{L} \frac{d\mathcal{L}_{i,t}}{dI_{i,t}} \right) \mathcal{M}_{i,t}^S S_{i,t} \mathcal{L}_{i,t}^S,$$

$$\frac{dJ_{i,t}}{dB_{i,t}} = \left( \psi_{M_{i,t}} \frac{dM_{i,t}}{dB_{i,t}} + \phi_{S} \frac{dS_{i,t}}{dB_{i,t}} + \phi_{L} \frac{d\mathcal{L}_{i,t}}{dB_{i,t}} \right) \mathcal{M}_{i,t}^S S_{i,t} \mathcal{L}_{i,t}^L.$$

It should be noted that the partial derivative $\frac{dS_{i,t}}{dI_{i,t}} = 0$. This implies that R&D investments do not affect the objective of short-term investors.\(^{11}\) The optimal resource allocation $(I_{i,t}^*, B_{i,t}^*)$ can be determined numerically.

4.3.1 Timeline of events

At every time step $t$, the following sequence of events takes place.

1. **Firms decisions.** The firm determines the dividends $D_{i,t}$ which are a fraction $\delta$ of the savings $S_{i,t}$ available at the beginning of period $t$. Then, the firm also determines the optimal level $I_{i,t}^*$ and $B_{i,t}^*$ given the budget constraint:

$$I_{i,t}^* + B_{i,t}^* \leq S_{i,t}(1 - \delta) - W^F.$$

If, however, $S_{i,t}(1 - \delta) < W^F$, then the firm cannot meet its financial obligations and declares bankruptcy. In this case, the firm exits the market.

2. **Financial market activities.** The firm spends $B_{i,t}^*$ to repurchase shares and the share price $V_{i,t}$ is determined according to equation (24). The manager sells the $\beta$ restricted shares received as stock-based remuneration in the previous period.

$I_{i,t-1}^*, B_{i,t-1}^*$ (see section 4.3.1) and are consequently given at the time of the decision making in $t$.

\(^{10}\) The expectations formed by the long-term investors differ from the one of the short-term traders in financial markets (see Equation 22 in the next section). The rationale for this difference is that long-term investors have more knowledge about the firm and can therefore form more sophisticated dividend expectations taking into account the effect of R&D investments and buybacks in period $t$ on the dividends in $t + 1$.

\(^{11}\) Additional equations related to the derivation of the optimal choice are detailed in Appendix C.
3. **Innovation activities.** The firm spends $I_{i,t}^*$ to perform R&D and the productivity for the upcoming production cycle $A_{i,t}$ is determined.

4. **Goods market activities.** The firm realizes the market profit $\Pi_{i,t}^*$.

5. **Accounting activities.** The bonus for the manager $\gamma \Pi_{i,t}^*$ is realized; the manager also receives $\beta$ restricted shares (without dividends) together with a base fixed income $W^F$. After these operations, the payment account of the next period is determined by

$$S_{i,t+1} = (1 + r) \left[ S_{i,t} + (1 - \gamma) \Pi_{i,t}^* - D_{i,t} - I_{i,t}^* - B_{i,t}^* - W^F \right].$$

5 Calibration and empirical validation

The high-dimensionality of the dynamical model presented in the previous section prevents an analytical investigation of its properties. Thus, in the following sections, we carry out simulation experiments with a calibrated instance of the model. We use a calibration strategy aiming at minimizing the squared sum of relative deviations between simulated data and empirical data, after the model has reached a stationary state with respect to market structure. In order to do so, we define a set of industry variables $\hat{y}$ as targets and a set of key structural parameters $\theta^*$ to be calibrated. Then, we sample the parameter space by selecting a discrete set $\Theta$ of values and run $M$ Monte Carlo simulations across this parameter subspace. Next, we compute the simulated first moments $\bar{y}(\theta)$ for each parameter constellation in $\Theta$ where the moments are computed as averages of the simulated variables $y_{t}(\theta)$ in steady state. Finally we compute the optimal parameter vector $\theta^* \in \Theta$ such that

$$\theta^* = \arg \inf_{\theta \in \Theta} \left( (\bar{y}(\theta) - \hat{y})^T (\bar{y}(\theta) - \hat{y}) \right)^{1/2}$$

where

$$\bar{y}(\theta) = \frac{1}{M T_L} \sum_{m=1}^{M} \sum_{t=T-L+1}^{T} y_{m,t}(\theta).$$

The key target variables that we aim to replicate with this model are: the average productivity growth rate in the whole industry; the industry-wide buybacks-to-R&D investment ratio; and the industry-wide buybacks-to-dividends ratio. For all of these variables, we focus on European data. The results of the calibration procedure are presented in Table 1 while the benchmark parameter vector $\theta^*$ is included in Appendix D. The calibration leads to an outcome which closely resembles the empirical data: the aggregate ratios between buybacks and R&D and between buybacks and dividends are pretty close to the ones evidenced by Sakinc (2017) analysing the investment behaviour of firms listed in the S&P 350 Europe. For productivity growth, we use EU-KLEMS data that measures productivity at the total industry level. Here, we focus on German, French and UK data since the firms in this index from these countries constitute around 63% of the total S&P 350 Europe market capitalization. The target value of 0.59% p.a. is obtained by averaging the productivity growth

---

12Since the model complexity is relatively low we here do not need the adoption of an efficient sampling algorithm.

13It shall be noted that there is a substantial difference for these two ratios between European and US data, as the buyback activity is much more pronounced in the US. For example, according to Lazonick (2014) the buybacks-to-dividends ratio is around 1.46 in the US.
rates of the total industry in each country over the period 1998-2015. Also for this variable, the calibration generates reasonable outcomes.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Simulated value</th>
<th>Empirical Target</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Productivity growth (%)</td>
<td>0.54%</td>
<td>0.59%</td>
<td>EU-KLEMS (Jäger, 2017)</td>
</tr>
<tr>
<td>Industry-wide buybacks-R&amp;D ratio</td>
<td>0.49</td>
<td>0.44</td>
<td>S&amp;P 350 Europe (Sakinc, 2017)</td>
</tr>
<tr>
<td>Industry-wide buybacks-dividends ratio</td>
<td>0.15</td>
<td>0.22</td>
<td>S&amp;P 350 Europe (Sakinc, 2017)</td>
</tr>
</tbody>
</table>

Table 1: Empirical targets and simulated values for selected variables. Standard deviations in parentheses.
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Figure 1: Time series of the Herfindahl-Hirschman index and the number of firms in the industry for the benchmark parametrization; average across 20 Monte Carlo simulations. Presence of unit root for the time series of the Herfindahl index is rejected at the 1% level by the augmented Dickey-Fuller test for the periods \( t \in [20001, 50000] \).

Furthermore, we observe that without targeting our calibration exercise to any value of market concentration, the model simulated under the baseline parametrization converges to a steady state where the Herfindahl index measures about 0.33. This means that, even by starting with 25 equally sized firms in a monopolistic competitive market environment, innovation and technical change generate substantial market concentration where on average only 3 firms satisfy the vast majority of the demand. This result is observable in Figure 1 and is also in line with the industrial life cycle literature (e.g. Klepper, 1996; Jovanovic and MacDonald, 1994) suggesting that over the life cycle of an industry there is a shake-out process by which the number of firms steadily declines until converging to a stable market structure with some degree of concentration.  

\(^{14}\)We also exclude from the computation the 2008-2010 period as the crisis led to extreme growth rates imputable to events occurring outside the industry domain.  

\(^{15}\)In our model, all the entry happens at time 1 and we abstract from subsequent entry. In addition, our result differs from the theoretical limit discussed by Dosi and Kaniovski (1994) who suggest that in a dynamic environment with increasing returns the monopoly should be the emergent market structure. Our result is driven by the assumption in equation 16 according to which firms that are more distant from the technological frontier obtain larger productivity gains from innovation compared to firms close to it. In fact, this diminishes the strength of the increasing returns entailed by equations 11 and 15.
6 Results

After having calibrated the model and verified its ability to match empirical evidence, we proceed to
a battery of Monte Carlo simulation exercises to explore how firm governance structure impacts on
industry evolution with a special emphasis on the relation between innovation and competition. We
study the impact of governance structure on industry properties when the industry has reached the
steady state as well as during the convergence process.

6.1 Steady-state implications of governance structure

We begin by studying how an exogenous variation in the governance structure of all firms impacts
market concentration and productivity growth when the industry has reached a steady state. We
explore how these two market aggregates are affected by all possible combinations of management
autonomy on the one side, and by the distribution of ownership shares across short- and long-term
investors on the other side. In the model these forces are respectively measured by the parameters
$\psi, \phi^L$ and $\phi^S$ with $\psi + \phi^L + \phi^S = 1$ (see Section 4.3).

![Figure 2: Average annual productivity growth of firms at $t = 50000$. (a) Triangular heat-map over the governance structure space. The three coloured dashed lines represent fixed levels of the manager autonomy (red: $\psi = 10\%$; blue: $\psi = 50\%$; black: $\psi = 90\%$). (b) Spline-smoothed productivity growth as a function of the proportion of shares $\ell$ controlled by the long-term investors, evaluated for the different levels of the manager autonomy (colours and levels are equal to the dashed lines of panel a).](image)

Figure 2 (a) displays the outcomes in terms of productivity growth at time period $t = 50000$ across all the possible parameter combinations which form a triangular simplex. Starting from the
corners, we record the highest growth rates in cases where most of the bargaining power is assigned
to the manager and/or to the long-term investors (from the bottom-left, to the top corner). The
lowest growth rates can instead be observed under a governance structure oriented toward short-
term investors (STI, bottom-right corner). Moving to the central part of the triangle, it appears that,
given a specific level of manager autonomy, there is a monotonically increasing relation between the
bargaining power of long-term investors (LTI) and the productivity growth rate. The latter result is
also highlighted by panel (b) in the figure that plots, for given levels of the manager autonomy $\psi$, the
In particular, we fix $\psi = \{0.1, 0.5, 0.9\}$ corresponding to a low, medium and high level of manager independence (these three levels are also displayed in panel (a) as dashed lines).

Furthermore, increasing the proportion of shares controlled by long-term investors leads to faster technical progress when manager’s autonomy is low (respectively the red and blue splines in the plot in panel b). In contrast, changes in the composition of shareholders do not have effects on productivity growth when the manager is already very powerful (cf. the black line in the same plot). This neutrality effect however reflects the payment scheme of the manager in the baseline parametrization, which increases incentives towards R&D investments vs. buybacks (i.e. in the baseline calibration $\gamma$ is relatively high with respect to $\beta$, see equation 26). In section 6.2.1 we carry out additional experiments on the effects of manager’s payment scheme and we show that the above neutrality does not always hold true.

Figure 3: Herfindahl-Hirschman Index at $t = 50000$. (a) Triangular heat-map over the governance structure space. The three coloured dashed lines represent fixed levels of the manager autonomy (red: $\psi = 10\%$; blue: $\psi = 50\%$; black: $\psi = 90\%$). (b) Spline-smoothed Herfindahl-Hirschman Index as a function of the proportion of shares $\ell$ controlled by the long-term investors, evaluated for the different levels of the manager autonomy (colours and levels are equal to the dashed lines of panel a)

Finally, Figure 3 studies the effects of changes in corporate governance structure on steady-state industry concentration, with the latter measured by the Herfindahl index. The plot in panel (b) – a subset of the results displayed in panel (a), along the three dashed lines – suggests two main conclusions. First, an increase in the long-term ownership of the firm has a positive impact on competition. This holds true, irrespectively of the degree of management autonomy. Second, when the management has an almost exclusive control of the firm (i.e. the black line with $\psi = 0.9$), the Herfindahl index never reaches values larger than 22% (this value is obtained when all the shares are controlled by short-term investors).\footnote{It is also worth noticing a very peculiar case in the bottom-right corner of panel (a) in which no (or only few) real investments are carried out. In this case all firms remain constant at their original productivity levels and the industry structure does not evolve. Thus the steady state market concentration is the lowest.}
6.2 Industry transition and governance structure

We now investigate how changes in corporate governance structure affect industry dynamics during the convergence towards the steady-state. We present simulation results at iterations 2500, 10000, 50000, which represent three different phases (young, mature and steady state) of the industry life-cycle.

The relation between governance structure and productivity growth observed in steady state (see Figure 4) holds also during the convergence process. For any level of management’s independence, an industry where long-term investors have a large ownership share displays higher productivity growth rates than an industry dominated by short-term investors. However, the relation is quantitatively different at different stages of the industry evolution. For a young industry \((t = 2500)\) a small fraction of short-term investors is already sufficient to generate a significant drop in productivity growth. In contrast, in a mature industry \((t = 10000)\), short-term investors slowdown productivity growth only if they exercise enough control over the firm. This quantitative differences suggests that focusing uniquely on the steady state provides only a partial account of the impact that governance structure exert on industry productivity performance.

The effects of the governance structure on productivity growth can be explained on the grounds of the incentive structure of the engaged stakeholders. We know from Proposition 1 that, ceteris paribus, a higher fraction of shares controlled by long-term investors leads to more real investments in R&D. This can also be seen from the first order conditions of the maximization problem in Section 4.3 indicating that short-term investors are only interested in immediate capital gains and are therefore exclusively committed to buybacks. Long-term investors, in contrast, have a stronger preference for real R&D investments that might affect future dividends. This type of investment, in turn, has a positive impact on productivity growth.

The relation between governance structure and market concentration shows both qualitative and quantitative differences during the different life-cycle phases (see Figure 5). In quantitative terms, we observe an increasing level of concentration over time for intermediate configurations of governance structure. In a similar manner, after the convergence to a stable market structure \((t = 50000)\) we observe higher values of concentration in the area where short-term investors exert a stronger influence on the firms. Qualitatively, instead, given a specific independence of the manager, we can observe a time variation in the relation between long-term investors’ ownership and industry concentration: an inverted-U shape relation appears in the early phases of the industry life cycle and becomes steeper as the industry becomes more mature. Eventually, the hump-shaped relation collapses into a monotonically decreasing one in steady state.\(^{17}\)

How do different ownership structures map into market concentration levels? Above we showed that the relation between long-term investors’ share and market concentration becomes eventually decreasing as the industry approaches the steady state.\(^{18}\) This is explained by firm incentives towards R&D depending on firm relative distance from the technological frontier. These incentives are well captured by the productivity gain each firm expects to obtain from R&D investment. In this respect, Figure 6 shows the time-evolution (for the same representative MonteCarlo run) of the difference in expected productivity growth between the technological leader and the average of the

\(^{17}\text{Except for the special cases in which the short-term investors have almost full control over the firms (}\phi^S > 0.98)\text{ and management autonomy is relatively low (see also footnote 16).}\)

\(^{18}\text{In young industries the relation is instead hump-shaped. This is explained by the fact that low R&D intensities of firms controlled by short-term oriented investors lead to a slow pace in the differentiation process of firms in the industry. When firms are hardly investing in R&D, their competitiveness, and in turn market shares, remain relatively close together and it takes quite a long time until a more concentrated market structure emerges.}\)
Figure 4: Impact of governance structure on productivity growth over time at different industry stages.

Figure 5: Impact of governance structure on market concentration (HHI: Herfindahl-Hirschman index) at different industry stages.

four closest followers.\textsuperscript{19} The left plot refers to a situation where short-term investors have control of firms, whereas the right plot correspond to the situation where long-term investors are dominant. Note that, in the two graphs, positive values of the difference imply productivity divergence across firms whereas a negative values results in convergence.

It is clear from the plots in Figure 6 that, in industries with more short-term oriented governance structures, the expected gain of the technological leader increases over time. This generates a dynamic often labelled as “pre-emption” in the industrial organization literature (see e.g. Fudenberg et al., 1983), i.e. one characterized by stronger divergence and market concentration over time. In contrast, in industries where long-term investors dominate, industry followers eventually get higher expected gains than the leader (the difference with leader becomes negative after $t = 2500$). This

\textsuperscript{19}These are numerically computed as the expected value of productivity increase, conditional on the current R&D intensity. Formally, this reads $E\left[\frac{\Delta A_{i,t}}{T_{i,t-1}}\right] = \alpha \left(1 - exp\left\{-\lambda \cdot R_{i,t}\right\}\right) (\zeta_{i,t} - 1)$ where the first part represents the probability of success as a function of R&D intensity and the second part the productivity jump size.
triggers more R&D spending and the technological catch-up of the neck-and-neck followers and, ultimately, lower market concentration levels.

![Graph showing difference in productivity growth between market leader and average of first four followers](image)

**Figure 6**: Difference in expected productivity growth between the market leader and the average of the first four following firms. Left: \( \psi = 0.1, \phi^L = 0.09, \phi^S = 0.81 \). Right: \( \psi = 0.1, \phi^L = 0.81, \phi^S = 0.09 \).

### 6.2.1 The interaction between ownership structure and management payment schemes

The results in the previous sections provide insights about how firm governance structure can shape industry dynamics. However, these results were conditional on a specific manager compensation scheme. However, Propositions 3 and 4 indicate that the weights of bonuses vs. stock-based payments in the manager’s remuneration scheme (respectively \( \gamma \) and \( \beta \) in Equation (26)) affect the optimal investment profile of the firm. In our calibrated simulation analysis, we used \( \gamma = 0.01 \) as the proportion of profits paid out as bonus and \( \beta = 1.6 \) as the number of shares provided in each period to the manager as part of her remuneration. Our simulations suggest that, under this configuration, a manager has the incentive to favour real investments over buybacks.

We now take a broader perspective and we discuss experiments where we change the ratio between these two parameters by varying \( \gamma \in \{0.001, 0.01, 0.1\} \) while keeping \( \beta \) constant at the baseline level. A lower (higher) value of \( \gamma \) decreases (increases) the fraction of profits paid out as bonus and therefore reduces (increases) the manager’s incentives towards real investments. This setting allows us to analyse how the relationship between ownership structure and industry dynamics is mediated by the compensation scheme of the manager.

We first study effects of the above change in manager’s remuneration on steady-state industry productivity growth. Figure 7 shows how the relationship between productivity growth and long-term investors changes with different levels of manager’s bonuses: low (\( \gamma = 0.001 \), left panel), baseline (\( \gamma = 0.01 \), middle panel), and high (\( \gamma = 0.1 \) right panel). The relationship is clearly affected by the manager’s payment scheme. In particular, the result we highlighted in Section 6.1 about the neutrality of ownership structure on productivity growth with high manager’s autonomy holds only if manager’s remuneration is sufficiently bonus-based (respectively, baseline and high bonus scenarios in Figure 6.1). On the contrary, when manager’s remuneration is mainly stock-based (low bonus scenario), increasing the share of long-term investors has a positive effect on productivity growth even with high manager’s autonomy. This is explained by the fact that a higher weight of stocks in the manager’s payment scheme increase her incentives towards share buybacks and hampers productivity growth. This harmful effect on productivity can be corrected by increasing the ownership
Figure 7: Spline-smoothed productivity growth as a function of the proportion of shares $\ell$ controlled by the long-term investors, evaluated for the different levels of the manager autonomy (red: $\psi = 10\%$; blue: $\psi = 50\%$; black: $\psi = 90\%$). The three plots are evaluated for different levels of bonus payments $\gamma$ (low bonus: $\gamma = 0.001$; baseline: $\gamma = 0.01$; high bonus: $\gamma = 0.1$).

A similar analysis can be carried out for market concentration. Figure 8 displays the Herfindahl index in the governance structure space, for the same three levels of $\gamma \in \{0.001, 0.01, 0.1\}$. Increasing the bonus parameter $\gamma$, has the effect of flattening the relation between market concentration and the ownership share of long-term investors, especially when the degree of manager’s autonomy is high (cf. the black spline in Figure Figure 8). In particular, we obtain that the distribution of ownership share is neutral with respect to market concentration and that market concentration is lowest when a manager is very independent from shareholders and her remuneration is mainly bonus-based (high bonus scenario). Manager’s are shielded from shareholders influence in this scenario and in addition have strongest incentives towards R&D. This will generate fierce technological competition among firms, which results into low level of concentration in the industry (and high productivity growth.
rates, see above discussion).

### 6.2.2 The link between competition and innovation

Let us take stock of the results obtained so far to investigate how the relation between innovation and competition is affected by governance structure. To this end, we consider a population of industries characterized by heterogeneous governance structures and heterogeneous manager remuneration schemes. We then analyse the combinations of productivity growth and concentration in a scatter plot at different life-cycle phases. In particular, we assume that the characteristics of these industries are equally distributed across the interval of manager’s autonomy $\psi \in [0.1, 0.9]$, the interval of proportions of shares held by long-term investor $\ell \in [0.1, 0.9]$ and the three bonus parameters values $\gamma \in \{0.001, 0.01, 0.1\}$. By doing so, we exclude the extreme governance structures, i.e. those where one of the stakeholders exercises almost full control in the governance of the firm.

*Figure 9*: Scatter plots describing the relation between competition and productivity growth over the governance structure space. Each quadrant depicts the relation for a specific point in time.

Figure 9 provides three separate scatter plots showing the relation between innovation and competition and different stages of an industry life-cycle: young (left panel), mature (middle panel), steady state (right panel). In the figures we use the complement to one of the Herfindahl index as a measure for competition. Productivity growth measures instead innovation. The plots reveal that the relation between productivity growth and competition changes over an industry life-cycle. In the young phase of an industry evolution, the relation between innovation and competition is monotonically decreasing. It is instead monotonically increasing at a mature stage and in steady state. Notice also that the range of market concentration is different across life-cycle stages. It is much wider in the mature and steady state phase than in a young one. Finally, by pooling together the data for industries over different stages of industry evolution, one finds that the relation between competition and innovation has the empirically-documented inverted U-shaped shape (cfr. Aghion et al., 2005, and the discussion in Section 1).

Heterogeneous governance structures can explain these different patterns. Take the young stage first. Industries dominated by short-term investors are industries where firms favour share buybacks over R&D. As a result, overall productivity growth is low but market concentration is also low because market selection and the process of firm differentiation through R&D and productivity is very
slow. Accordingly, no firm is able to get a significant lead in productivity and market share. At the other extreme, industries dominated by long-term investors are industries where firms put more effort in R&D. This generates high aggregate productivity growth but also faster differentiation across firms and high market concentration.

Next, consider more mature stages of an industry. In short-term dominated industries, the few firms that have obtained some productivity gains, begin to have stronger incentives toward R&D real investments (recall the left panel in Figure 6 and the discussion in Section 6.2). This allows them to increase their productivity growth and to eventually dominate the market while other firms remain stuck at low levels of productivity and market share. The result is that market concentration becomes high paired with an aggregate productivity growth that remains low. In long-term dominated industries, instead, R&D based competition remains fierce and continues to command high aggregate productivity growth rates. In addition, the technological leader eventually falls behind its neck-and-neck competitors and market concentration stabilizes (cf. Figure 6, right-panel and Section 6.2).

![Figure 10: Spline-smoothed relation between competition measured as the market concentration and productivity growth, evaluated at fixed levels of the manager autonomy (red: ψ = 10%; blue: ψ = 50%; black: ψ = 90%).](attachment:image.png)

### 7 Discussion and conclusion

There has been a rise in the presence and active participation of different types of institutional investors for publicly listed firms over the past decades. Such a rise has had significant impact on the corporate governance landscape. At the same time, non-financial corporations have started to reallocate resources from real investments to financial activities that are not related to their core business. Share repurchase programs have played an important role in this context.
In this paper, we analysed how these two trends might influence the pace of technical progress and the degree of industry competition. We developed a formal theory relating governance structure, stakeholders’ incentives, and investment decisions within a firm. We showed that the model captures the stylized facts that a higher participation of short-term investors has a negative effect on R&D incentives whereas an increasing stock-based compensation of managers induces more share buybacks.

Next, we extended the model to a dynamic and stochastic framework, to study the non-trivial relationships between innovation and industry concentration. In general and in accordance with recent empirical evidence, we record an inverted-U shaped relation between these two variables. However, such a relationship could only be found by accounting for industries characterized by a wide range of governance structures and at different stages of the industry life-cycle.

Two transmission channels explain our results. First, we obtain a monotonically increasing relation between the proportion of shares controlled by long-term institutional investors and R&D-driven productivity growth. Second, we find an inverted-U shaped link between the ownership share of long-term investors and market concentration in the transitional dynamics of an industry. This inverted-U shaped relation is explained by leap-frogging versus pre-emption competition dynamics among firms, that are triggered by different governance structures.

Overall, our results put emphasis on the importance of taking corporate governance into account when analysing the link between innovation and competition. They also show that this relation may change significantly over the life-cycle of an industry. Finally, they suggest that the hump-shaped relation documented in the empirical literature can be the result of industries characterized by very different market selection dynamics.

From a policy perspective, the preferred situation is one wherein rapid technical change and high levels of competition are simultaneously achieved. Our analysis suggests that this is feasible only under specific conditions. First, a sufficient proportion of the shares must be controlled by investors with a long-term horizon. Second, and complementary to it, corporations should provide the right incentives for the management to prefer real investments over buybacks. This can be achieved by setting remuneration schemes that provide a strong link between stable corporate profitability and the salary of the managers. At the same time, the firm must provide managers with a substantial autonomy to lower the influence of short-term investors.
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A Proofs

Proof of Proposition 1. First we prove the first statement of the proposition, if $b^*$ is an interior solution, then i.e. $\frac{\partial \ell}{\partial b^*} < 0$. The optimal $b^*$ can be derived from maximizing the logarithmic objective function $j(b) = \log J(b)$ which yields the first-order condition

$$\frac{\partial j(b^*)}{\partial b^*} = \frac{\ell (\psi - 1) \Pi'(1 - b^*)}{\Pi(1 - b^*)} + \frac{(l - 1)(\psi - 1)((\gamma - 1)q \Pi'(1 - b^*) + 1)}{\Pi(1 - b^*)q(1 - \gamma) + b^*} + \psi(\beta - q \Pi'(1 - b^*)(\beta + \gamma n)) = 0.$$ 

At the same time the second-order condition has to hold in order to obtain a maximum, i.e.

$$\frac{\partial^2 j(b^*)}{\partial b^*} < 0.$$ 

The marginal effect of $\ell$ on $b^*$ can be derived from the first-order condition by implicit differentiation. Writing the first-order condition as an implicit function $H(b^*, \ell) = 0$, the marginal effect is then

$$\frac{\partial b^*}{\partial \ell} = -\frac{\partial H(b^*, \ell)}{\partial \ell}.$$

Inserting the functional forms provided in Section 3 yields the following expression for the marginal effect:

$$\frac{\partial b^*}{\partial \ell} = -\frac{(1 - \psi)(\Pi'(1 - b) + \Pi(1 - b))}{\Pi(1 - b)(1 - \gamma)q \Pi(1 - b) - b} \left(\frac{\partial H(b^*, \ell)}{\partial b^*}\right)^{-1}.$$ 

Given the assumptions regarding $\Pi$, the parameter restrictions and the fact that $0 < b^* < 1$ as well as that the term $\frac{\partial H(b^*, \ell)}{\partial b^*} < 0$ because of the second-order condition, it is $\frac{\partial b^*}{\partial \ell} < 0$ and the first statement of the proposition follows.

If $b^* = b_{max}^*$ and therefore a corner solution, we have to consider how the buyback cap $b_{max}^*$ changes if $\ell$ changes. $b_{max}^*$ is determined by the implicit function

$$(1 - \ell)q(1 - \gamma) \Pi(1 - b_{max}^*) = 0.$$ 

Implicit differentiation yields

$$\frac{\partial b_{max}^*}{\partial \ell} = \frac{(\gamma - 1)q_{\Pi(1 - b_{max}^*)}}{\ell(1 - \gamma)q_{\Pi(1 - b_{max}^*)} + \ell} < 0$$

such that the second statement of the proposition follows.

Proof of Proposition 2. Similar to the proof of Proposition 1 we derive for the interior solution the marginal effect from the first-order condition by implicit differentiation. Writing the first-order condition by $H(b^*, \psi) = 0$, the marginal effect is

$$\frac{\partial b^*}{\partial \psi} = -\frac{\partial H(b^*, \psi)}{\partial \psi}.$$ 

with

$$\frac{\partial H(b^*, \psi)}{\partial \psi} = \frac{\Pi'(1 - b^*)}{\Pi(1 - b^*)} + \frac{(-l - 1)((\gamma - 1)q \Pi'(1 - b^*) + 1)}{\Pi(1 - b^*)q(1 - \gamma) + b^*} + \frac{\beta - q \Pi'(1 - b^*)(\beta + \gamma n)}{b^* \beta + q \Pi(1 - b^*)(\beta + \gamma n)}$$

and because of the second-order condition

$$\frac{\partial H(b^*, \psi)}{\partial b^*} < 0.$$ 

Given the parameter restrictions, it can be shown that:

1. $$\lim_{\gamma \to 0} \frac{\partial H(b^*, \psi)}{\partial \psi} = \frac{\ell (\beta q \Pi'(1 - b^*) + \Pi(1 - b^*))}{\Pi(1 - b^*)q(1 - \gamma) + b^*} > 0,$$

2. $$\frac{q (b^* \Pi'(1 - b^*) + \Pi(1 - b^*))}{\Pi(1 - b^*)q(1 - \gamma) + b^*} > 0.$$

Thus, if there is a $\bar{\gamma} \in (0, 1)$ solving $\frac{\partial H(b^*, \psi)}{\partial b^*} = 0$, then $\frac{\partial b^*}{\partial \psi} \leq 0$ if $\gamma \leq \bar{\gamma}$. Let $\gamma_0^+ \in \mathbb{R}_+$ solve $\frac{\partial H(b^*, \psi)}{\partial b^*} = 0$ with

$$\gamma_0^+ = \frac{\beta q \Pi(1 - b^*)}{\Pi(1 - b^*)q(1 - \gamma) + b^*} > 0.$$ 

Then

$$\gamma_0^+ < 1 \Leftrightarrow \beta < \frac{(1 - \ell)q \Pi(1 - b^*)}{(1 - \ell)q \Pi(1 - b^*) + b^* \ell}.$$
Thus, we define \( \tilde{\gamma} = \frac{\partial(f((1-b^*)+\epsilon^*))}{\partial(\beta+\gamma+n(1-\epsilon))} \) and \( \tilde{\beta} = \max[0,(1-\epsilon)\Psi(1-b^*)] \) and the first statement of the proposition follows.

The second statement of the proposition is trivial, since

\[
(1-\epsilon)\frac{q(1-\gamma)\Pi(1-b^{max})}{\ell} = b^{max},
\]

does not depend on \( \psi \).

**Proof of Proposition 3.** Similar to the proof of Proposition 1 we derive for the interior solution the marginal effect from the first-order condition by implicit differentiation. Writing the first-order condition by \( H(b^*, \beta) = 0 \), the marginal effect is

\[
\frac{\partial b^*}{\partial \beta} = -\frac{\partial H(b^*, \beta)}{\partial b^*}.
\]

Given the parameter restrictions, we have

\[
\frac{\partial H(b^*, \beta)}{\partial \beta} = \frac{\gamma n q (b^* \Pi'(1-b^*) + \Pi(1-b^*))}{(b^* \beta + q \Pi(1-b^*) (\beta + \gamma n))^2} > 0
\]

and, from the second-order condition, we know that

\[
\frac{\partial H(b^*, \beta)}{\partial b^*} < 0
\]

and the first statement of the proposition follows.

The second statement follows from the fact that

\[
(1-\epsilon)\frac{q(1-\gamma)\Pi(1-b^{max})}{\ell} - b^{max} = 0,
\]

does not depend on \( \beta \).

**Proof of Proposition 4.** Similar to the proof of Proposition 1 we derive for the interior solution the marginal effect from the first-order condition by implicit differentiation. Writing the first-order condition by \( H(b^*, \gamma) = 0 \), the marginal effect is

\[
\frac{\partial b^*}{\partial \gamma} = -\frac{\partial H(b^*, \gamma)}{\partial b^*},
\]

with

\[
\frac{\partial H(b^*, \gamma)}{\partial \gamma} = q (b^* \Pi'(1-b^*) + \Pi(1-b^*)) \left( \frac{(\ell - 1)(\psi - 1)}{(\Pi(1-b^*) (q-\gamma q) + b^*)^2} - \frac{\beta \Psi}{(b^* \beta + q \Pi(1-b^*) (\beta + \gamma n))^2} \right)
\]

and because of the second-order condition

\[
\frac{\partial H(b^*, \gamma)}{\partial b^*} < 0.
\]

Given the parameter restrictions, it can be shown that:

1. \( \lim_{\gamma \to 0} \frac{\partial H(b^*, \gamma)}{\partial \gamma} = q (b^* \Pi'(1-b^*) + \Pi(1-b^*)) \left( \frac{(\ell - 1)(\psi - 1)}{(\Pi(1-b^*) (q-\gamma q) + b^*)^2} - \frac{\beta \Psi}{(b^* \beta + q \Pi(1-b^*) (\beta + \gamma n))^2} \right) < 0 \iff \beta < \frac{n \Psi}{(1-\ell)(1-\psi)}, \)

2. \( \frac{\partial^2 H(b^*, \gamma)}{\partial \gamma^2} = 2q^2 \Pi(1-b^*) (b^* \Pi'(1-b^*) + \Pi(1-b^*)) \left( \frac{(\ell - 1)(\psi - 1)}{(\Pi(1-b^*) (q-\gamma q) + b^*)^3} + \frac{\beta n^2 \Psi}{(b^* \beta + q \Pi(1-b^*) (\beta + \gamma n))^3} \right) > 0. \)

Thus, if \( \beta \geq \frac{n \Psi}{(1-\ell)(1-\psi)}, \) then \( \frac{\partial H(b^*, \gamma)}{\partial \gamma} > 0 \forall \gamma \in (0, 1). \) If, however, \( \beta < \frac{n \Psi}{(1-\ell)(1-\psi)}, \) then it exists a positive root \( 0 < \tilde{\gamma}_0 < 1 \) with

\[
\tilde{\gamma}_0 = \frac{(q \Pi(1-b^*) + b^*) \left( 1 - \beta q \sqrt{\frac{(\ell - 1)(\psi - 1)}{3n \Psi}} \right)}{q \Pi(1-b^*) \left( nq \sqrt{\frac{(\ell - 1)(\psi - 1)}{3n \Psi}} + 1 \right)}
\]

solving

\[
\frac{\partial H(b^*, \tilde{\gamma}_0)}{\partial \gamma} = 0.
\]
Defining $\hat{\gamma} = \hat{\gamma}_0$, we have for $\beta < \frac{n_0}{(1-\ell)(1-\rho)}$ that $\frac{\partial H^*}{\partial \gamma} \geq 0 \Leftrightarrow \gamma \geq \hat{\gamma}$ and the first statement of the proposition follows.

For the second statement, by implicit differentiation of

$$(1 - \ell) \frac{q(1 - \gamma) \Pi(1 - b_{\text{max}})}{\ell} - b_{\text{max}} = 0,$$

with respect to $\gamma$ we obtain

$$\frac{\partial b_{\text{max}}}{\partial \gamma} = \frac{(\ell - 1)q\Pi(1 - b_{\text{max}})}{(\gamma - 1)(\ell - 1)q\Pi(1 - b_{\text{max}}) + \ell} < 0,$$

which proves the second statement of the proposition. \qed
B  Financial market clearing condition

Following equations 21, 23 and 22, the market clearing condition for the financial market reads

\[
S\theta \left[ \frac{\hat{d}_{i,t+1} + \hat{V}_{o,i,t+1} - (1 + r) V_{i,t} - \ell_{o,i,t-1}}{\hat{a} \hat{\sigma}_{i,t}^2} \right] + \\
+ S(1 - \theta) \left[ \frac{\hat{d}_{i,t+1} + \hat{V}_{p,i,t+1} - (1 + r) V_{i,t}}{\hat{a} \hat{\sigma}_{i,t}^2} - \ell_{p,i,t-1} \right] + \\
- \ell_{m,i,t-1} + \frac{B_{i,t}}{V_{i,t}} + \ell \cdot (N_t - \frac{B_{i,t}}{V_{i,t}}) - N_{i,t-1}^L = 0,
\]

where \( \ell_{h,i,t-1} \) is the number of shares held by optimists (\( h = o \)), by pessimists (\( h = p \)) or by the manager (\( h = m \)) in the previous period. Note that \( S \cdot \theta \ell_{o,i,t-1} + S(1 - \theta) \ell_{p,i,t-1} + \ell_{m,i,t-1} + N_{i,t-1}^L \) is equal to \( N_{i,t-1} \). Furthermore, let us write \( a = \hat{a}/S \). Then, we obtain

\[
\frac{\hat{d}_{i,t+1} - (1 + r) V_{i,t} + V_{i,t-1} \left( 1 + [\theta \kappa_o + (1 - \theta) \kappa_p] \frac{B_{i,t}}{V_{i,t} N_{i,t}} \right)}{a \hat{\sigma}_{i,t}^2} - N_{i,t}(1 - \ell) + \frac{B_{i,t}}{V_{i,t}}(1 + \ell) = 0.
\]

Rearranging the terms, this yields to the quadratic equation

\[
(1 + r) V_{i,t}^2 - \left( \frac{\hat{d}_{i,t+1} + V_{i,t-1} - (1 - \ell) N_{i,t} a \hat{\sigma}_{i,t}^2}{V_{i,t}} \right) V_{i,t} + \\
- B_{i,t} \left( \frac{[\theta \kappa_o + (1 - \theta) \kappa_p] V_{i,t-1}}{N_{i,t}} + (1 + \ell) \cdot a \hat{\sigma}_{i,t}^2 \right) = 0.
\]

Solving for the market clearing price and considering only the positive root of this quadratic equation leads to the determination of \( V_{i,t}^* \) described by equation 24.
C Derivation of the optimal choice

By separately computing the first order conditions for each stakeholder, we find that\(^{20}\)

**Manager**

\[
\frac{\partial M_t}{\partial I_t} = \gamma \left[ \frac{\partial \Pi_t^*}{\partial I_t} \right]
\]
\[
\frac{\partial M_t}{\partial B_t} = \max \left[ 0, \beta \frac{\partial V_t}{\partial B_t} \right]
\]

**Short-term investors**

\[
\frac{\partial S_t}{\partial I_t} = 0
\]
\[
\frac{\partial S_t}{\partial B_t} = N_{S_i,t} \cdot \max \left[ 0, \frac{\partial V_t}{\partial B_t} \right]
\]

**Long-term investors**

\[
\frac{\partial L_t}{\partial I_t} = N_{L_i,t} \frac{\partial \hat{d}_{L,t+1}}{\partial I_t} + \frac{\partial L_t}{\partial B_t} = N_{L_i,t} \frac{\partial \hat{d}_{L,t+1}}{\partial B_t} + N_{L_i,t-1} \frac{\partial V_t}{\partial B_t}
\]

Notice that, in the FOCs for manager, short- and long-term investors we have made use of the following expressions:

\[
\frac{\partial \Pi_t^*}{\partial I_t} \frac{\partial V_t}{\partial B_t} = \frac{\partial V_t}{\partial B_t} \frac{\partial \Pi_t^*}{\partial B_t} = \frac{\partial \hat{d}_{L,t+1}}{\partial I_t} = \delta \hat{\Pi}_t - \beta - B_t \frac{\partial V_t}{\partial B_t}
\]

and that, in order to determine \(\frac{\partial \Pi_t^*}{\partial I_t}\), we have defined the expected change in the market profit – by adopting the relation between investment and probability for having a successful innovation – as:

\[
\Delta \Pi_{i,t} = \Pi_{i,t}^* (\zeta_{i,t}, A_{i,t-1}, \bar{g}_t \cdot A_{-i,t}) - \Pi_{i,t}^* (A_{i,t-1}, \bar{g}_t \cdot A_{-i,t})
\]

Here \(A_{-i,t}\) denotes the productivity vector of firm \(i\)'s competitors and \(\bar{g}_t\) is the average productivity growth observed over the last periods.

---

\(^{20}\)In the following set of equations we omit the \(i\) for notation brevity and clarity. For all the firms indeed, the problem to be solved is the same.
## D Benchmark parametrization

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Industry Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>( n )</td>
<td>Number of firms</td>
<td>25</td>
</tr>
<tr>
<td>( r )</td>
<td>Interest rate</td>
<td>0.003</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Elasticity of substitution</td>
<td>0.82</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>Wage adjustment parameter</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td><strong>Firms Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>( \psi )</td>
<td>Manager bargaining power</td>
<td>0.333</td>
</tr>
<tr>
<td>( \ell )</td>
<td>Fraction of shares controlled by founders</td>
<td>0.4</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>Productivity growth factor</td>
<td>1.004</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Mark-up on unit costs</td>
<td>0.2</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Max. innovation probability</td>
<td>0.6</td>
</tr>
<tr>
<td>( \tau )</td>
<td>R&amp;D intensity returns to scale</td>
<td>0.65</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>R&amp;D effectiveness</td>
<td>10.0</td>
</tr>
<tr>
<td>( W_{F} )</td>
<td>Manager fix salary</td>
<td>0.03</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Manager share of profits</td>
<td>0.01</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Managers shares per period</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td><strong>Financial Market Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>( S )</td>
<td>Number of short-term investors per firm</td>
<td>10000</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Fraction optimists</td>
<td>0.65</td>
</tr>
<tr>
<td>( \kappa_{o} )</td>
<td>Impact factor optimists</td>
<td>0.2</td>
</tr>
<tr>
<td>( \kappa_{p} )</td>
<td>Impact factor pessimists</td>
<td>-0.1</td>
</tr>
<tr>
<td>( \tilde{\alpha} )</td>
<td>CARA coefficient</td>
<td>0.1</td>
</tr>
<tr>
<td>( \tilde{\sigma} )</td>
<td>CARA sd coefficient</td>
<td>0.5</td>
</tr>
<tr>
<td>( \delta )</td>
<td>Dividend ratio</td>
<td>0.68</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Dividend expectation persistence</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td><strong>Initial Conditions</strong></td>
<td></td>
</tr>
<tr>
<td>( A_{i,0} )</td>
<td>Firm productivity</td>
<td>1.0</td>
</tr>
<tr>
<td>( N_{i,0} )</td>
<td>Number of shares</td>
<td>10000</td>
</tr>
<tr>
<td>( V_{i,0} )</td>
<td>Share price</td>
<td>0.005</td>
</tr>
<tr>
<td>( w_{0} )</td>
<td>Wage of workers</td>
<td>1.0</td>
</tr>
<tr>
<td>( HHI_{0} )</td>
<td>Herfindahl-Hirshman Index</td>
<td>0.04</td>
</tr>
</tbody>
</table>

*Table 2: Calibrated parametrization and initial conditions.*