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1 Introduction

We employ an evolutionary, agent-based model to analyze some features of the current

global crisis by exploring the transmission mechanisms from finance to real dynamics at

an economy-wide level. Our final goal is to explore the effects of ensembles of different

policies that could contribute to put back the economy on its steady growth trajectory.

The main contribution of the model is to expand the Dosi, Fagiolo, Roventini (Dosi et al.

(2010)) and Dosi, Fagiolo, Napoletano and Roventini1 with an imperfect credit market

composed of heterogeneous banks and boundedly rational agents. Building on other agent-

based models of credit (Delli Gatti et al. (2005), Gaffeo et al. (2008) and Ashraf et al.

(2010)), we study how the structure of bank-firm relations affects selection and industrial

dynamics and therefore business cycle fluctuations.

We use the insights of the economics of information literature (Stiglitz and Weiss (1981),

Stiglitz and Weiss (1992a), Stiglitz and Greenwald (2003)) and the banking literature

(Berger and Udell (1995); Petersen and Rajan (1994)) to develop sound microfoundations

to the macroeconomic regularities we intend to replicate and understand.

Our model is a bridge between short-run Keynesian theories of business cycles and long-

run Schumpeterian theories of economic growth. The model describes an economy com-

posed of heterogeneous capital and consumption-good firms, workers, and banks. Capital-

good firms perform R&D and produce heterogeneous machine tools. Consumption-good

firms invest in new machines and produce a homogeneous consumption good. They fi-

nance their production and investments according to a financial pecking-order rule: if

their cash flow cannot cover the costs, they can ask their bank for external finance, which

is expensive. Banks finance firms production and investment plans using consumers and

firms’ savings. They allocate credit by ranking their finite number of clients according to

a net worth to sale criterion.

The credit market is imperfect: credit is differentiated and access to information is costly

(Stiglitz and Greenwald (2003)). First there is asymmetry of information between the

lender and the borrower because the bank uses a proxy for firm financial fragility. Sec-

ond, heterogeneity in the average quality of banks clients introduces inequalities in the

allocation of credit among firms belonging to different banking networks. As a conse-

quence, in a model with a multiplicity of heterogeneous banks, lenders can only evaluate

and select projects that they receive, the quality of which can be lower or above the av-

erage in the economy, implying adverse selection effects, as observed in reality.

Before carrying out policy analysis, we empirically validate the model showing that it is

able to replicate a wide spectrum of macroeconomic and microeconomic stylized facts,

1forthcoming LEM working paper

2



in the real as well as in the financial sector. Examples include the cross-correlations be-

tween output and credit and the cyclical behavior of firm bad debt and bankruptcy rates.

Simulation exercises allow to test different scenarios and running policy experiments. Be-

sides fiscal policies, we investigate how changes in the interest rate and in the supply of

credit affect production and investment decisions and can amplify business fluctuations.

Moreover, this model allows to experiment on market as well as structural changes in the

banking sector, by studying the role of market concentration or changes in the regulatory

system.

In a first section, we will focus on the stylized facts and empirical findings that will guide

our modeling strategy, as explained in the second section. In the third section we will

present the model, and finally the fourth section presents the results of preliminary policy

experiments.

2 Literature review

2.1 Empirical literature

As a basis to any modelling exercise, a number of assumptions on agents’ behavior and on

the environment they are embedded in have to be made. This is why it is useful to draw

them from the real world, or at least from what the empirical evidence tells us about it.

Moreover, besides allowing the modeller to use realistic assumptions, gathering empirical

evidence helps him to determine which are the stylized facts that the model should aim at

explaining or replicating. Therefore, a good knowledge of empirical facts can be used to

validate the results of the model. We present here the findings of the empirical literature

on financial constraints to growth and imperfections on the credit market.

Studying firm performance and growth we often assume that negative profits yield to con-

traction of firm capacity and disinvestment. However a more realistic description of firm

behavior may also take into account the possibility to access external resources in order

to finance growth. But then, given the presence of imperfections in financial markets,

firms with negative profits may encounter difficulties to get loans, whereas firms with

positive profits may not, and therefore the latter may expand even more. Then, what is

the impact of access to external resources on firm performance? Does it reinforce selection

processes (growth of competitive firms and contraction of less competitive ones) or does

it counterbalance them?

The main findings from the empirical literature on financial constraints are that, keeping

investment demand fixed, investment is sensitive to changes in internal funds, and that
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this sensitivity is stronger for more “financially constrained” firms (citetFHP88).

Since financial constraints can’t be measured directly (there is no data on desired invest-

ment or on the amount of credit refused to firms at the micro level), different method-

ologies have been developed to fill this gap, following different theoretical frameworks

(the neoclassical q theory, the imperfect markets theory, or the evolutionary theory2).

Authors may either use survey data where firms give a self-assessment of the difficulty

faced in accessing external funds (Angelini and Ferri (1998); Winker (1999) ; Becchetti

and Trovato (2002)), use a proxy for financial constraints such as divident-payout ratio

(Fazzari and Petersen (1988)), financial ratios (Altman (1968); Edmister (1972)) or even

create composite indexes (Alessandrini and Zazzaro (2006); Musso and Schiavo (2008)).

In their fundamental paper, Fazzari and Petersen (1988)), showed that financially con-

strained firms display higher investment-cash flow sensitivity 3. Based on this finding,

many authors now directly use the investment-cash flow sensitivity as a proxy for firm

financial constraint (Bellone and Musso (2009)).

This is explained by the fact that according to the “financial pecking-order” theory (Myers

(1984)) and supported by the assumption of asymmetric information (Myers and Majluf

(1984)), there is an imperfect substitutability of internal and external sources of finance.

Thus there exists a hierarchy in sources of funding, acquired at different costs, contrary to

the statement suggested by the Modigliani-Miller theorem (1958). Changes in cash flow

would therefore be positively associated with changes in investment. Indeed, in order to

finance investment, firms preferably use their cash flow, and only when it is exhausted

they turn to external sources of finance such as bank lending and if possible issue new

shares (citetCarpenterPetersen2002). Therefore, in cases of low cash flow, firms that are

credit-constrained (i.e. that cannot access as much external debt as they desire) have to

reduce their desired investment to the amount that they can finance.

What we will retain from this literature is that:

∙ In order to finance production and growth, firms use first their internal funds, and

if it is not enough they turn to external finance.

∙ The growth of credit-constrained firms is limited to the availability of internal fi-

nance.

∙ Selection processes should be harsher for credit-constrained firms, and smoothed for

2For a review of the theoretical literature, see Coad (2010), Stiglitz and Greenwald (2003) and Hub-
bard (1998b)). We don’t intend to describe the theories in deep here, but we will try to see how the
shortcomings of the evolutionary theory, as proven by Bottazzi and Tamagni (2006), Bottazzi and Tam-
agni (2009) and Coad (2010) can be explained by some of the findings of the imperfect information and
banking literature.

3This is however a conflictual finding since Kaplan and Zingales (1995) opposed them in saying that
firms may also be forced to withhold cash by the fact that they are unable to access external funds, and
investment cash-flow sensitivity may equally occur because firms are sensitive to demand signals.
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the others. Indeed, the lower the cash flow, the slower is credit-constrained firms’

capacity to grow. On the contrary, firms that have access to external finance (i.e.

which characteristics match the requirements of the banks) can compensate a profit

loss (and cash flow volatility) with external resources in order to reach the desired

level of investment.

Then the major issue becomes to identify these credit-constrained firms, which leads us to

analyze the supply side of the credit market: which are the information and criteria used

by banks to allocate credit? Does firm behavior affect these judgments? We therefore

turn to a review of the empirical findings on bank-firm relationships.

What type of information is used by banks in order to evaluate credit demand? Answering

this is crucial to obtain a realistic representation of the credit market. Again the difficult

access to data (besides studies based on central bank surveys, such as Albareto and Rossi

(2008)) has led researchers to rely on indirect estimations, focusing one the demand side

(firms) or on the supply side (banks) of the market.

Starting from the point of view of the firm, Petersen and Rajan (1994)) have tried to eval-

uate the range of actions firms have to improve their availability of finance. According to

this view, one way a credit-constrained firm can improve its access to external finance is

to build a reputation of good lender towards a particular bank. This statement assumes

that the quality of the relationship between a firm and its bank affects the availability

and cost of funds. Because of the asymmetry of information between the firm and its

creditors and the related moral hazard issue, they show that firms gain from building

close ties with their financing partners in terms of quantity, but not in terms of price.

Indeed, close relationships between banks and borrowers over time have been shown to

facilitate monitoring and screening and can overcome problems of asymmetric informa-

tion. As a consequence, the duration of the bank-borrower relationship positively affects

the availability of credit (Petersen and Rajan (1994); Berger and Udell (1995)).

What is the incentive for banks to do so? Well through repeated interaction with the

same client, lending officers gain “soft” information on the fundamental quality of the

borrower4 which is not accessible to other financial institutions. This has two effects on

the bank-firm relationship. First, the bank is able to reduce the uncertainty about the

quality of the borrower and therefore manage its risk portfolio better, and second it gen-

erates an information monopoly that can allow the bank to increase the cost of lending for

the “captured” firm in the future (Boot, 2000). This latter effect, called “hold-up cost”,

is however more theoretically than empirically proven, because it is compensated by the

smoothing of contract terms for the long-term client.

Relationship banking has been modelled and tested in experimental settings, however it

4However, little is known about how banks obtain information, what type of information they acquire,
and how they use this information.
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has not yet been used in macroeconomic models with a credit market. With the tool of

simulation, it will be easier to test how the dynamics of bank-firm relationships affect the

availability of credit for firms.

Another issue empirically tested in the literature that we may be interested to analyze in

our model is the effect of the banking market structure (and the competition intensity) on

the total level of credit, its cost, and on relationship banking strategies. Indeed, Petersen

and Rajan (2002) showed that an increase in the distance to the borrower (without any

loss of quality) became possible thanks to the diffusion of information technology and the

use of hard information through credit registries and credit scoring (Inderst and Mueller

(2007)). Therefore the size of “natural” credit markets has increased and made the com-

petition harsher. Moreover, the banking market has been consolidated in recent years,

changing the structure from a decentralized market to an oligopoly. Finally, since the

effects of increased competition on relationship banking are still ambiguous (Boot, 2000),

experimenting on such changes in the model may be interesting from a policy point of view.

What we can expect is therefore that:

∙ Relationship lending improves credit-constrained firms’ access to external funds, but

there can be a cost in terms of price.

∙ The incentive to engage in a long-term relation with a bank can be reduced in case

of a harsher competition on the credit market.

2.2 Models of credit

Many authors have attempted to model credit markets, using different theoretical frame-

works and tools. If some authors focus on credit only, others, as we intend to, have chosen

a wider perspective and introduced credit in macro-models.

Building on the empirical literature presented above, several models have addressed issues

related to relationship lending or multiple lending (Diamond (1984);Williamson (1987);

Detragiache et al. (2000); Kon and Storey (2003); Dell’Ariccia and Marquez (2004); In-

derst and Mueller (2007)). The main difficulty they usually face is to represent information

asymmetries between lenders and borrowers, as well as the bank decision function, since

there is no clear information on how it works in reality. One way to go, as followed by

Carling and Lundberg (2002), is to make banks compare the expected returns from lend-

ing with the opportunity cost of bank funds. Another one is to make banks rank their

applicants according to a certain criteria of financial viability, and allocate funds to the

best of them, as in Gaffeo et al. (2008)). We will follow this latter procedure in the model,
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as presented in section 3.45.

Going one step further, Stiglitz and Weiss (1981), and Stiglitz and Weiss (1992a)) have

applied the insights of the economics of information and the banking literature to micro-

found their macroeconomic model. Showing that credit rationing may occur at the equilib-

rium6, they opened a new path for monetary policy analysis. Closer to our methodology,

Delli Gatti et al. (2005) and Gaffeo et al. (2008) have aimed at creating an endogeneous

dynamic path of macro variables able to replicate the properties of business cycles, as-

suming imperfect information on the credit market. Indeed, the main objective of such

macro models with a credit sector is to study the propagation of shocks between the real

and the financial sector (Bernanke et al. (1999)). Therefore, we also intend to understand

the role of banks in the firm selection process, introducing heterogeneity in the banking

sector as well as the real sector.

Indeed, besides the heterogeneity of firms, we introduce in this model heterogeneity in

the banking sector. What is important is not only whether firms get a loan or not, but

where and why they got it. As put forward by Stiglitz and Greenwald (2003), because

credit is highly differentiated and access to information costly, “what matters is not the

total supply of credit”(p 142), but the supply of credit and the decisions of the bank

the firm applies to. As a consequence, in a model with a multiplicity of banks, lenders

can only evaluate and select projects that they receive, which quality can be lower or

above the average in the economy, implying adverse selection effects, therefore creating

imperfections in the lending market.

3 The Model

The economy is composed of a machine-producing sector made of F1 firms (denoted by the

subscript i), a consumption-good sector made of F2 firms (denoted by the subscript j), LS

consumers/workers, a banking sector made of B commercial banks, and a public sector.

Capital-good firms invest in R&D and produce heterogeneous machines. Consumption-

good firms combine machine tools bought by capital-good firms and labor in order to

produce a final product for consumers. The banks provide credit to firms using firms’ sav-

ings. They use alternative rules to set the total credit provided to the economy. The level

of credit supply and the dynamics of debt of economy can be influenced by policy using

different instruments (capital requirements, mandatory reserves, interest rates).Finally,

the public sector levies taxes on firms’ profits and pay unemployment benefits.

5following the banking literature and contrary to Minsky (1992), we don’t use profit as a selection
criteria but the ratio of net worth over sales.

6although De Meza and Webb (1987) argued that on the contrary, asymmetries of information on the
lending market may result in overinvestment at the macro level
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3.1 The Timeline of Events

In any given time period (t), the following microeconomic decisions take place in sequential

order:

1. Policy variables (e.g. discount rate, capital requirement, tax rate, unemployment

benefits, etc.) are fixed.

2. Total credit provided by the banks to each of their clients is determined.

3. Machine-tool firms perform R&D trying to discover new products and more effi-

cient production techniques and to imitate the technology and the products of their

competitors. Capital-good firms advertise their machines with consumption-good

producers.

4. Consumption-good firms pay the machines ordered in the previous period and they

decide how much to produce and invest. If internal funds are not enough, firms

borrow from their bank. If investment is positive, consumption-good firms choose

their supplier and send their orders.

5. In both industries firms hire workers according to their production plans and start

producing.

6. Imperfectly competitive consumption-good market opens. The market shares of

firms evolve according to their price competitiveness.

7. Firms in both sectors compute their profits. If profits are positive, firms pay back

their loans to their bank and deposit their savings.

8. Entry and exit take places. In both sectors firms with near zero market shares and

negative net liquid assets are eschewed from the two industries and replaced by new

firms.

9. Machines ordered at the beginning of the period are delivered and become part of

the capital stock at time t+ 1.

At the end of each time step, aggregate variables (e.g. GDP, investment, employment)

are computed, summing over the corresponding microeconomic variables.

3.2 The Capital-Good Industry

The technology of a capital-good firms is (A�i , B
�
i ), where the former coefficient stands for

the labor productivity of the machine-tool manufactured by i for the consumption-good

industry (a rough measure of producer quality), while the latter coefficient is the labor
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productivity of the production technique employed by firm i itself. The positive integer

� denotes the current technology vintage. Given the monetary wage w, the unit cost of

production of capital-good firms is:

ci(t) =
w(t)

B�
i

. (1)

With a fixed mark-up (�1 > 0) pricing rule7, prices (pi) are defined as:

pi(t) = (1 + �1)ci(t). (2)

The unit labor cost of production in the consumption-good sector associated with each

machine of vintage � , produced by firm i is:

c(A�i , t) =
w(t)

A�i
.

Firms in the capital-good industry “adaptively” strive to increase their market shares

and their profits trying to improve their technology both via innovation and imitation.

Both are costly processes: firms invest in R&D a fraction of their past sales (Si):

RDi(t) = �Si(t− 1), (3)

with 0 < � < 1. R&D expenditures are employed to hire researchers paying the market

wage w(t)8. Firms split their R&D efforts between innovation (IN) and imitation (IM)

according to the parameter � ∈ [0, 1]9:

INi(t) = �RDi(t)

IMi(t) = (1− �)RDi(t).

We model innovation as a two steps process. The first one determines whether a

firm obtains or not an access to innovation — irrespectively of whether it is ultimately

a success or a failure — through a draw from a Bernoulli distribution, whose parameter

�ini (t) is given by:

�ini (t) = 1− e−�1INi(t), (4)

7Survey data evidence summarized in Fabiani et al. (2006) show that European firms mostly set
prices according to mark-up rules .

8In the following, we assume all capital-producing firms to be identical in their R&D propensity. This
is not too far from reality: R&D intensities are largely sector specific and associated with the sector-wide
nature of innovative opportunities and modes of innovative search (more in Pavitt, 1984; Dosi, 1988;
Klevorick et al., 1995).

9Firms on the technological frontier, lacking anyone to imitate, obviously invest all their R&D budget
in the search for innovations.
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with 0 < �1 ⩽ 1. Note that according to 4, there are some scale-related returns to R&D

investment: access to innovative discoveries is more likely if a firm puts more resources into

R&D. If a firm innovates, it may draw a new machine embodying technology (Aini , B
in
i )

according to:

Aini (t) = Ai(t)(1 + xAi (t))

Bin
i (t) = Bi(t)(1 + xBi (t)),

where xAi and xBi are two independent draws from a Beta(�1, �1) distribution over the

support [x1, x1] with x1 belonging to the interval [−1, 0] and x1 to [0, 1]. Note that the

notional possibilities of technological advance — i.e. technological opportunities — are

captured by the support of the Beta distribution and by its shape. So, for example,

with low opportunities the largest probability density falls over “failed” innovations —

that is potential capital goods which are “worse” in terms of costs and performances

than those already produced by the searching firm. Conversely, under a condition of rich

opportunities, innovations which dominate incumbent technologies will be drawn with

high probability. As we shall show below, a crucial role of “Schumpeterian” technology

policies is precisely that of influencing opportunities and micro capabilities.

Alike innovation search, imitation follows a two steps procedure. The possibilities of

accessing imitation come from sampling a Bernoulli(�imi (t)):

�imi (t) = 1− e−�2IMi(t), (5)

with 0 < �2 ⩽ 1. Firms accessing the second stage are able to copy the technology of one of

the competitors (Aimi , B
im
i ). We assume that firms are more likely to imitate competitors

with similar technologies and we use a Euclidean metrics to compute the technological

distance between every pair of firms to weight imitation probabilities.

All firms which draw a potential innovation or imitation have to put it on production

or keep producing the incumbent generation of machines. Comparing the technology

competing for adoption, firms choose to manufacture the machine characterized by the

best tradeoff between price and efficiency. More specifically, knowing that consumption-

good firms invest following a payback period routine (see Section 3.3), capital-good firms

select the machine to produce according to the following rule:

min
[
pℎi (t) + bcℎ(Aℎi , t)

]
, ℎ = �, in, im, (6)

where b is a positive payback period parameter (see Eq. 10 below). Once the type of

machine is chosen, we capture the imperfect information pervading the market assuming

that each firm sends a “brochure” with the price and the productivity of its offered

machines to both its historical (HCi) clients and to a random sample of potential new

customers (NCi), whose size is proportional to HCi (i.e., NCi(t) = HCi(t), with 0 <
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 < 1).

3.3 The Consumption-Good Industry

Consumption-good firms produce a homogenous goods using capital (i.e. their stock of

machines) and labor under constant returns to scale. Firms plan their production (Qj)

according to adaptive demand expectations (De
j):

De
j(t) = f(Dj(t− 1), Dj(t− 2), . . . , Dj(t− ℎ)), (7)

where Dj(t−1) is the demand actually faced by firm j at time t−1 (ℎ positive integer)10.

The desired level of production (Qd
j ) depends on the expected demand as well as on the

desired inventories (Nd
j ) and the actual stock of inventories (Nj):

Qd
j (t) = De

j(t) +Nd
j (t)−Nj(t− 1), (8)

with Nd
j (t) = �De

j(t), � ∈ [0, 1]. The output of consumption-good firms is constrained by

their capital stock (Kj). If the desired capital stock (Kd
j ) — computed as a function of

the desired level of production — is higher than the current capital stock, firms invest

(EIdj ) in order to expand their production capacity11:

EIdj (t) = Kd
j (t)−Kj(t). (9)

The capital stock of each firm is obviously composed of heterogeneous vintages of

machines with different productivity. We define Ξj(t) as the set of all vintages of machine-

tools belonging to firm j at time t. Firms scrap machines following a payback period

routine. Through that, technical change and equipment prices influence the replacement

decisions of consumption-good firms12. More specifically, firm j replaces machine A�i ∈
Ξj(t) according to its technology obsolescence as well as the price of new machines:

RSj(t) =

{
A�i ∈ Ξj(t) :

p∗(t)

c(Ai,� , t)− c∗(t)
≤ b

}
, (10)

where p∗ and c∗ are the price of and unit cost of production upon the new machines.

Firms compute their replacement investment summing up the number of old machine-

10For maximum simplicity, here we use the rule De
j (t) = Dj(t− 1). In Dosi et al. (2006) we check the

robustness of the simulation results employing more sophisticated expectation-formation rules. We found
that increasing the computational capabilities of firms does not significantly change either the average
growth rates or the stability of the economy. These properties still hold in the model presented here.

11We assume that in any give period firm capital growth rates cannot exceed a fixed maximum thresh-
old consistent with the maximum capital growth rates found in the empirical literature on firm investment
patterns (e.g. Doms and Dunne, 1998).

12This in line with a large body of empirical analyses (e.g., Feldstein and Foot, 1971; Eisner, 1972;
Goolsbee, 1998) showing that replacement investment is typically not proportional to the capital stock.
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tools satisfying Equation 1013.

Consumption-good firms choose their capital-good supplier comparing the price and

productivity of the currently manufactured machine-tools they are aware of. As we men-

tioned above (cf. Section 3.2) the capital-good market is systematically characterized by

imperfect information. This implies that consumption-good firms compare “brochures”

describing the characteristics of machines only from a subset of equipment suppliers.

Firms then choose the machines with the lowest price and unit cost of production (i.e.,

pi(t) + bc(A�i , t)) and send their orders to the correspondingly machine manufacturer.

Machine production is a time-consuming process: capital-good firms deliver the ordered

machine-tools at the end of the period14. Gross investment of each firm (Ij) is the sum of

expansion and replacement investment. Pooling the investment of all consumption-good

firms one gets aggregate investment (I).

Consumption good firms have to finance their investments and their production, as

they advance worker wages. Firms can use internal funds (cash flow) or external funds

(loans) to do so. In line with a growing number of theoretical and empirical papers (e.g.

Stiglitz and Weiss, 1992b; Greenwald and Stiglitz, 1993; Hubbard, 1998a) we assume im-

perfect capital markets. This implies that the financial structure of firms matters (external

funds are more expensive than internal ones) and firms may be credit rationed. Indeed,

banks are unable to allocate credit optimally and perfectly evaluate the applicants due to

imperfect access to information about the creditworthiness of the applicant. Therefore,

firms first use their internal source of funding (NWj(t)) and if it is not enough they bor-

row the remaining part from their bank paying a fixed interest rate rL. This financing

hierarchy defines the demand for credit of each firm, Ldj (t).

The maximum amount of credit lent by bank k to firm j (TCj, k(t)) is a positive

function of firm’s stock of liquid assets as well as firm’s size proxied by its past sales

(see Section 3.4 below). Only firms that are not production-rationed can try to fulfill

their investment plans employing their residual stock of liquid assets first and then their

residual borrowing capacity15.

Given their current stock of machines, consumption-good firms compute average pro-

ductivity (�j) and unit cost of production (cj). Prices are set applying a variable markup

(�j) on unit costs of production:

pj(t) = (1 + �j(t))cj(t). (11)

13Moreover, they also scrap the machines older than � periods (with � being a positive integer).
14Among the empirical literature investigating the presence of gestation-lag effects in firm investment

expenditures see e.g. Del Boca et al. (2008).
15If investment plans cannot be fully realized, firms give priority to capital stock expansion, as com-

pared to the substitution of old machines.
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Markup variations are regulated by the evolution of firm market shares (fj)
16:

�j(t) = �j(t− 1)

(
1 + �

fj(t− 1)− fj(t− 2)

fj(t− 2)

)
,

with 0 ⩽ � ⩽ 1.

The consumption-good market too is characterized by imperfect information (an-

tecedents in the same spirits are Phelps and Winter, 1970; Klemperer, 1987; Farrel and

Shapiro, 1988; see also the empirical literature on consumers’ imperfect price knowledge

surveyed in Rotemberg, 2008). This implies that consumers do not instantaneously switch

to products made by more competitive firms. However, prices are clearly one of the key

determinants of firms’ competitiveness (Ej). The other component is the level of unfilled

demand (lj) inherited from the previous period:

Ej(t) = −!1pj(t)− !2lj(t), (12)

where !1,2 are positive parameter 17. Weighting the competitiveness of each consumption-

good firms by its past market share (fj), one can compute the average competitiveness of

the consumption-good sector:

E(t) =

F2∑
j=1

Ej(t)fj(t− 1).

Such variable represents also a moving selection criterion driving, other things being

equal, expansion, contraction and extinction within the population of firms. We parsimo-

niously model this market setup letting firm market shares evolve according to a “quasi”

replicator dynamics (for antecedents in the evolutionary camp cf. Silverberg et al., 1988;

Metcalfe, 1994):

fj(t) = fj(t− 1)

(
1 + �

Ej(t)− E(t)

E(t)

)
, (13)

with � > 018.

16This is close to the spirit of “customer market” models originated by the seminal work of Phelps
and Winter (1970). See also Klemperer (1995) for a survey and the exploration of some important macro
implications by Greenwald and Stiglitz (2003).

17Recall that consumption-good firms fix production according to their demand expectations, which
may differ from actual demand. If the firm produced too much, the inventories pile up, whereas if its
production is lower than demand plus inventories, its competitiveness is accordingly reduced.

18Strictly speaking, a canonic replicator dynamics evolves on the unit simplex with all entities having
positive shares. Equation 13 allows shares to become virtually negative. In that case, the firm is declared
dead and market shares are accordingly re-calculated. This is what we mean by a “quasi-replicator”
dynamics. Note that an advantage of such formulation is that it determines at the same time changes in
market shares and extinction events.
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The profits (Πj) of each consumption-good firm reads:

Πj(t) = Sj(t)− cj(t)Qj(t)− rLDebj(t) + rDNWj(t− 1),

where Sj(t) = pj(t)Dj(t) and Deb denotes the stock of debt. The investment choices of

each firm and its profits determine the evolution of its stock of liquid assets (NWj):

NWj(t) = NWj(t− 1) + Πj(t)− cIj(t),

where cIj is the amount of internal funds employed by firm j to finance investment.

3.4 The Banking Sector

For the sake of simplicity we assume that credit is provided only to consumption-good

firms. Firms in the machine-tool sector are constrained to finance their production plans

through internal funds.

In the banking sector there are B commercial banks that gather deposits and provide

credit to firms. In what follows, we first describe how total credit is determined by each

bank, and how credit is allocated to each firm. Next, we move to describe the organiza-

tion of the credit flow in the economy and the liquidity account of the banks. Finally, we

describe how profits and net worth of banks are determined.

The number of banks is fixed and depends on the number of firms in the Consumption-

good sector F2:

B =
F2

a

where a depends on the level of competition on the banking market19.

Bank-firm couples are drawn initially (the relationship holds for deposits of profits and

credit links), and maintained fixed over time. Therefore, each bank k has a portfolio of

clients Clk with clients listed as cl = 1, ..., Clk. This number is fixed although the portfo-

lio changes when a firm dies and is replaced by an entrant (entry and exit dynamics are

described below).

Banks’ heterogeneity

All banks are initially the same (as firms are) but then they differentiate according to

their fundamentals, their supply of credit, and their client portfolio. Indeed, each bank

is characterized by its unique vector of variables (equity, profit...). Because the supply of

credit is a function of the bank’s lending history and/or its net worth, it is heterogeneous

across banks. Indeed, the maximum amount of credit provided by each bank TCk(t) is

determined by the bank according to a multiplier rule. More precisely, in each period
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the banks reinvest in credit the funds obtained through deposits from firms and through

debt reimbursements from firms. This amount of credit returns to the banks in the

form of deposits. The banks then subtract from this amount the mandatory reserve

and lend the remainder, which returns again as deposits, and so on. If we let �R be the

mandatory reserve coefficient then the maximum credit obtained from the above procedure

is determined as:

MTCk(t) =
Depk(t− 1) +DRk(t− 1)

�R
, 0 ≤ �R ≤ 1 (14)

where Depk(t− 1) and DRk(t− 1) are respectively the deposits and the debt repayment

at time t− 1 of bank k.

We assume that in each period firms use their net-worth to pay back a fraction of

their outstanding debt and deposit to their bank the remainder. This allows us to write

the following:

Depk(t− 1) +DRk(t− 1) =

Clk∑
cl=1

NWcl(t− 1) (15)

and the credit multiplier equation (14) becomes:

MTCk(t) =

∑Clk
cl=1NWcl(t− 1)

�R
, 0 ≤ �R ≤ 1 (16)

Credit allocation

Each Consumption-good firm needing credit applies for a loan to its bank. Banks take

their allocation decisions (accept to give the loan or not) by ranking the applicants in

terms of their quality, defined by the ratio between past net worth (NWj(t−1)) and past

sales (Sj(t − 1)). Banks give credit as long as their supply of credit (TCk) is not fully

distributed.

Firms’ probability to be given credit depends therefore on:

∙ their NW/S ratio which determines their ranking

∙ the financial situation of their bank which determines its supply of credit

∙ the general economic environment which affects the bank’s and firms’s financial

situation

More precisely, the bank first ranks firms on the basis on their net worth-to-sales ratio,

then it starts to satisfy the demand of the first firm in the rank, then the second one, etc.

If total credit available is insufficient to fulfill the demand of the n firm in the pecking

order than the firm goes bankrupt, and so do the remaining N2− n firms. On the other

hand, total demand for credit can be lower than total supply of credit. In this case all

demands of firms in the pecking order are fulfilled and no firm goes bankrupt. It follows
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that in any period the stock of loans of the bank satisfies the following constraint: Since

consumption-good firms may not fully use the total amount of credit allocated by the

bank, the stock of loans of the bank (Loank) can be lower than TCk:

Clk∑
cl=1

Debcl(t) = Loank(t) ⩽ TCk(t). (17)

Interest rates

Banks are not differentiated by the interest rate they offer20. They all apply the same

rule to determine the interest rate for deposits and for loans based on the central bank

interest rate r. The deposits interest rate is labelled rD(mark down) and the loan rate is

labelled rL (mark-up):

rD = (1−  D)r, 0 ≤  D ≤ 1 (18)

rL = (1 +  L)r, 0 ≤  L ≤ 1 (19)

From the above hypotheses it follows that the expression for bank’s profits, �bk(t) is:

�bk(t) = rL (Loank(t)−BDk(t))− rDDepk(t) + rD(Casℎk(t)). (20)

where BDk(t) =
Cl∑
cl=1

BDcl(t) is the bad-debt.

Bad-debt from client cl is equal to zero if the client does not go bankrupt in the period t,

and it is equal to the firm’s stock of debt if the firm j goes bankrupt in the period.

To complete the description of the banking sector, we need to determine bank’s net-worth

at the end of the period, NW b
k(t). The net-worth of the bank is equal to the stock of

liquid assets of the bank minus the stock of bad debt. Liquid assets are given by the stock

of cash accumulated up to time t plus the profits of the period. The stock of bad debt is

given by the bad debt accumulated up to time t,
∑t

�=0BDk(�).

Accordingly the expression for the net-worth of the bank reads as:

NW b
k(t) = Casℎk(t)+�bk(t)−

t∑
�=0

BDk(�) = NW bk(t1)+ΔCasℎk(t)+�bk(t)−
t∑

�=0

BDk(�)

(21)

The bank goes bankrupt if its net-worth becomes negative. Note that this allows us to

appreciate the difference between liquidity and solvency risks, which has been a hot topic

during the current crisis. Similarly to what happened in the recent financial turmoil, we

20Indeed, we believe, following Stiglitz and Greenwald (2003) that interest rates changes are due to
changes in the economic circumstances, not to variations of demand and supply.
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assume that the insolvency of the bank is solved by allowing the public sector to partly

buy the bad debt of the bank.

3.5 Schumpeterian Exit and Entry Dynamics

At the end of each period a firm exit for two reasons:

1. the firm has a (quasi) zero market share or

2. bankruptcy, i.e. firm’s net worth becomes negative.

Note that bankruptcy in the model can occur in three well determined cases

1. If the net worth of the firm is not enough to pay the ordered machines and the firm

is refused credit from the bank

2. If the net worth of the firm is not enough to pay production costs and the firm is

refused credit from the bank

3. If the cash flow is negative, it is larger than the net-worth and the firm is refused

credit from the bank

Finally note that may get a bad debt even when the firm exits because of competitiveness

reasons. In the latter case the bad debt for the bank is equal to min{0, Debj(t)−NWj(t)}.
We keep the number of firms fixed, hence any dead firm is replaced by a new one.

Furthermore, in line with the empirical literature on firm entry (Caves, 1998; Bartelsman

et al., 2005), we assume that entrants are on average smaller than incumbents, with the

stock of capital of new consumption-good firms and the stock of liquid assets of entrants

in both sectors being a fraction of the average stocks of the incumbents21. Concerning the

technology of entrants, new consumption-good firms select amongst the newest vintages

of machines, according to the “brochure mechanism” described above. The process- and

product-related knowledge of new capital-good firms is drawn from a Beta distribution,

whose shape and support is shifted and “twisted” according to whether entrants enjoy

an advantage or a disadvantage vis-à-vis incumbents22. In fact, the distribution of op-

portunities for entrants vs. incumbents is a crucial characteristics of different sectoral

technological regimes and plays a role somewhat akin to the distance from the technolog-

ical frontier of entrants discussed in Aghion and Howitt (2007).

21The stock of capital of a new consumption-good firm is obtained multiplying the average stock of
capital of the incumbents by a random draw from a Uniform distribution with support [�1, �2], 0 < �1, <
�2 ⩽ 1. In the same manner, the stock of liquid assets of an entrant is computed multiplying the average
stock of liquid assets of the incumbents of the sector by a random variable distributed according to a
Uniform with support [�3, �4], 0 < �3, < �4 ⩽ 1.

22More precisely, the technology of capital-good firms is obtained applying a coefficient extracted from
a Beta(�2, �2) distribution to the endogenously evolving technology frontier (Amax(t), Bmax(t)), where
Amax(t) and Bmax(t) are the best technology available to incumbents.
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3.6 The Labor Market

The labor market is certainly not Walrasian: real-wage does not clear the market and

involuntary unemployment as well as labor rationing are the rules rather than the ex-

ceptions. The aggregate labor demand (LD) is computed summing up the labor demand

of capital- and consumption-good firms. The aggregate supply (LS) is exogenous and

inelastic. Hence aggregate employment (L) is the minimum between LD and LS.

The wage rate is determined by institutional and market factors, with both indexation

mechanisms upon consumption prices and average productivity, on the one hand, and,

adjustments to unemployment rates, on the others:

Δw(t)

w(t− 1)
= g

(
Δcpi(t)

cpi(t− 1)
,

ΔAB(t)

AB(t− 1)
,

ΔU(t)

U(t− 1)

)
, (22)

where cpi is the consumer price index, AB is the average labor productivity, and U is the

unemployment rate23.

3.7 Consumption, Taxes, and Public Expenditures

An otherwise black boxed public sector levies taxes on firm profits and worker wages or

on profits only and pays to unemployed workers a subsidy (wu), that is a fraction of the

current market wage (i.e., wu(t) = 'w(t), with ' ∈ (0, 1)). In fact, taxes and subsidies

are the fiscal leverages that contribute to the aggregate demand management regimes.

Aggregate consumption (C) depends on the income of both employed and unemployed

workers as well as on past savings:

C(t) = c[w(t)LD(t) + wu(LS − LD(t)) + rD(1− c)C(t− 1)]. (23)

where 0 < c ⩽ 1 is the marginal propensity to consume (in the present setup c = 1).

The model satisfies the standard national account identities: the sum of value added of

capital- and consumption goods firms (Y ) equals their aggregate production since in our

simplified economy there are no intermediate goods, and that in turn coincides with the

sum of aggregate consumption, investment and change in inventories (ΔN):

F1∑
i=1

Qi(t) +

F2∑
j=1

Qj(t) = Y (t) ≡ C(t) + I(t) + ΔN(t).

The dynamics generated at the micro-level by decisions of a multiplicity of hetero-

23For simplicity, we assume in the following that Δw(t)
w(t−1) = ΔAB(t)

AB(t−1)
. Simulation results are robust to

wage dynamics involving adjustment to inflation and unemployment. For more detailed modelizations
of the labor market in a evolutionary/ACE framework see e.g. Tesfatsion (2000); Fagiolo et al. (2004);
Neugart (2008).
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geneous, adaptive agents and by their interaction mechanisms is the explicit microfoun-

dation of the dynamics for all aggregate variables of interest (e.g. output, investment,

employment, etc.).

4 Empirical Validation

The foregoing model does not allow for analytical, closed-form solution. This general

ABM distinctive feature stems from the several non-linearities present in agent decision

rules, and from their interaction patterns. Therefore, we resort to computer simulations

for the analysis of its properties. In what follows, we perform extensive Montecarlo simu-

lations and wash away across-simulation variability. Consequently, all results below refer

to across-run averages over several24 replications and their standard error bands.

As it should be clear from the previous sections, the model embodies both a Schumpete-

rian engine and a Keynesian one. The former rests in the generation of innovations by

an ensemble of equipment producers which expensively search and endogenously differen-

tiate in the technology they are able to master. The Keynesian engine has two parts: a

direct one — through fiscal policies — and an indirect one — via investment decisions and

workers’ consumption. Bank credit is a key linchpin between these two engines, in that it

allows firms to carry out production and investment activities, and therefore affects both

technology diffusion and aggregate demand dynamics.

To better clarify the role of credit in the model we perform Montecarlo simulations under

the “fractional reserve scenario” (or credit multiplier), where credit is entirely determined

by total savings of firms, through the credit multiplier rule. Note that this credit sce-

nario embodies strong elements of pro-cyclicality. Indeed, credit in the fractional reserve

banking system hinges upon cash flows dynamics inside firms, which in turn in heavily

affected by demand and technological dynamics.

In the presentation of model’s results we first start with a “benchmark” setup and we

check whether the model is “empirically validated”, i.e. is able to reproduce a wide spec-

trum of macroeconomic and microeconomic stylized facts. Next we tune so to speak “up”

and “down” the key fiscal and monetary policy variables in the model like e.g. tax rates,

unemployment benefits, capital adequacy and mandatory reserve requirements, and we

experiment their effect on the main aggregate avariables in the model (e.g. gdp growth

and volatility, unemployment rates).

Let us therefore explore the ability of the model to reproduce under the different credit

scenarios the major stylized facts regarding both the properties of macroeconomic ag-

24All results refers to MC=10 Montecarlo iterations of T=600 iterations. Preliminary exercises confirm
that, for the majority of statistics under study, Monte-Carlo distributions are sufficiently symmetric and
unimodal to justify the use of across-run averages as meaningful synthetic indicators
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gregates and the underlying distributions of microeconomic characteristics (see also Dosi

et al., 2006).

Growth and Fluctuations.

The model is able to robustly generate endogenous self-sustained growth patterns char-

acterized by the presence of persistent fluctuations (cf. Figures 1. At business cycle

frequencies, bandpass-filtered output, investment and consumption series (Bpf, cf. Baxter

and King, 1999) display the familiar “roller-coaster” dynamics (see Figures 2 ) observed in

real data (e.g. Stock and Watson, 1999; Napoletano et al., 2006). Moreover, in tune with

the empirical evidence, both consumption and investment appear to be procyclical vari-

ables with the latter series being also more volatile than GDP. The insights coming from

visual inspection of time-series data are confirmed from more quantitative analyses. Table

2 shows descriptive statistics on output, consumption and investment time-series. As the

table clearly shows, output, consumption and investment display strictly-positive average

growth rates25 (cf. Table 2 ) and, according to Dickey-Fuller tests, they seem to exhibit

a unit root. After detrending the series with a bandpass filter, we compute standard

deviations and cross-correlations between output and the other series. In line with the

empirical literature on business cycles (cf. Stock and Watson, 1999), also in our model in-

vestment is more volatile than output whereas consumption is less volatile; consumption,

net investment, changes in inventories and employment are procyclical; unemployment is

countercyclical. Consumption is also a coincident variable matching yet another empirical

regularity on business cycles. Changes in inventories are instead slightly lagging. Infor-

mally, that means that both in our model and in reality relatively big “spurs of growth”

and recessions occur much more frequently than it would be predicted on the grounds of

normally distributed shocks (see also below on firm growth patterns). However, standard

deviations values of GDP are significantly larger than what obtained in previously related

work (see Dosi et al., 2008), using similar parameters’ values. It follows then that credit

dynamics can be a powerful amplyfing device of business cycles fluctuations.

Furthermore, the model is also able to match the business-cycle properties concerning

productivity, the labor market, and price variables (see Fig. 3 and 4, which display across

simulations average cross-correlations with GDP, together with GDP autocorrelation).

Indeed, productivity is procyclical, prices are countercyclical and leading; inflation is pro-

25The average growth rate of variable X (e.g. GDP) is simply defined as:

GRX =
logX(T )− logX(0)

T + 1
,

where T = 600 is the econometric sample size. This value for T is a quite conservative choice, as the
first iterative moments of growth statistics converge to a stable behavior well before such a time horizon.
This means that the model reaches a relatively (meta) stable behavior quite soon after simulations start.
Our experiments show that choosing larger values for T does not alter the main economic implications
of the paper.
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cyclical and lagging; markups are strongly countercyclical (for the empirics and discussion

cf. Stock and Watson, 1999; Rotemberg and Woodford, 1999).

The model also matches the major business cycle stylized facts concerning credit.

Indeed, (cf. Figure 5 ) firms’ total debt and bank credit supply display a strong pro-

cyclical character. In addition, their fluctuations are either contemporaneous (firms total

debt) or lagging (credit supply) output movements.

This behavior is mapping the dynamics the evolution of firms’ financial health over

the cycle. At the onset of an expansionary phase firms profits and cash flow improve.

This pushes higher production and investment expenditures, therefore inducing a rise in

firms debt. In turn the rise in debt costs gradually erodes firms’ cash flows and savings,

therefore leading to higher bankruptcy ratios and setting the premises for the incoming

recession phase.

Distributions of Microeconomics Characteristics.

Together with the ability of the model to account for a rich ensemble of macro phe-

nomena, how does it fare in replicating cross-sectional evidence on firms dynamics? Let

us consider the regularities concerning firm-size and growth-rate distributions, and firm-

productivity dynamics, firm-investment and firm-bankruptcy patterns which are gener-

ated by the model.

Figures 7 show the rank-size plot of the pooled firm-size in consumption good sector.

As the plots indicate quite starkly, the firm size distribution is right skewed and thus

in tune with empirical evidence (Dosi, 2007). In addition, this qualitative evidence is

reinforced by the analysis of firms growth rates (not shown), that display fat-tails.

Turning to firm productivity, again in line with the empirical evidence (cf. the surveys in

Bartelsman and Doms, 2000; Dosi, 2007), firms strikingly differ in terms of labor produc-

tivity (cf. standard deviations of labor productivity across firms plotted in Figure 8).

Furthermore, the model is indeed able to generate as an emergent property investment

lumpiness (Doms and Dunne, 1998; Caballero, 1999). Indeed, in each time step, consumption-

good firms with very low investment levels coexist with firms experiencing investment

spikes (see Figure 6 and relate it to Gourio and Kashyap (2007)).

Finally, we have analyzed firm bankruptcy patterns. The recent evidence on this issue

(e.g. Fujiwara, 2004; Di Guilmi et al., 2004) has pointed out that the distribution of

bankruptcy rates is highly skewed to the right and fat-tailed, also displaying power-law

like behavior. Besides, this also indicates and business cycles are typically characterized

by episodes of large bankruptcy avalanches. As the plots in Figures 9 clearly shows, this

empirical evidence is well replicated by our model.
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5 Policy Experiments

The results described in the previous section indicated that the model is able to robustly

account for a wide set of empirical stylized facts both at the aggregate as well as at the

micro cross-sectional level. Encouraged by that empirical performance of the model, we

now turn to policy experiments, by changing the values of the parameters associated with

different policies.

Here we present the results from three different experiments, focusing on (1) Keynesian

demand, (2) the role of the interest rate and (3) the role of the mandatory reserve rate.

Keynesian demand policies

Table 3 presents the results of the first experiment, where we raise the level of subsidies

(the unemployment wage in the model) and taxes. First, the table shows that Keynesian

policies have a strong triggering effect on long-run average growth rates of GDP, and

above all on its volatility, and average unemployment. Robust keynesian policies must

be well in place both to dampen to the fluctuations in output and to sustain growth in

the long run. This pervasive effect follows from the fact that counter-cyclical keynesian

policies act as a parachute during recessions, sustaining consumption and, indirectly, in-

vestment on the demand side.

Interaction between the interest rate and the mark-up

We also investigate the interplay of changes in the interest rate with market conditions

(as proxied by the level of mark-up). Here we only consider changes in the mark-up

of consumption-good firms because they are the ones affected by changes in the cost of

credit. Indeed, in the model, a change in the interest rate affects the cost of external

capital to consumption good firms, while the mark-up affects their revenues. The effect

of the mark-up on firm revenues is not linear because of the trade-off between the revenue

effect (higher revenues for the same amount of goods sold) and the price-effect (changes

in demand due to changes in price). The intuition is that with higher mark-ups, con-

sumption good firms can invest and produce using their internal finance, and therefore

they will be less affected by changes in the interest rate. On the contrary, for lower values

of the mark-up firms are more dependent on external finance and are more affected by

changes in the cost of capital.

The results of the above described experiments are reported in Table 4. First we can note

that for similar levels of the interest rate, rising the mark-up reduces GDP growth and

increases business cycle fluctuations (GDP volatility, the unemployment level as well as

the probability of crises).
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Changing the reserve requirement rate

Now we turn to our last experiment which focuses on changes in the reserve requirement

rate (i.e. changes in total allocated credit). Looking back at equation 14, the intuition is

that with a lower requirement rate, total credit is mechanically increased. This relieves

financially constrained firms and therefore increases investment and production. The

trade-off is that the banking sector could become unstable and in case of large negative

events (or high default rate among its clients), a bank could more easily fail. Indeed,

higher debt and related debt costs erodes firms’ savings and cash flow, which might lead

to default. With higher bad debt and low levels of cash, banks’ net worth is reduced and

the credit institutions can be exposed to failure.

Table 5 shows that these expectations are confirmed here: lowering the reserve re-

quirement rate increases the GDP growth rate (more credit leading to more production

and investment), but also increases business cycle fluctuations (GDP volatility). Finally,

the number of banking failures is largely affected by the level of the reserve requirement

rate.

6 Concluding Remarks

Building on previous work of some of the authors Dosi et al. (2010) in this paper we have

studied the properties of an agent-based model with both a real and banking sector that

robustly reproduces a wide ensemble of macro stylized facts and distributions of micro

characteristics.

The model entails the explicit account of search and investment decisions by populations

of firms that are heterogeneous in the technologies which they master and, possibly, in

their decision rules. Aggregate macro properties are emergent from the thread of inter-

actions among economic agents, without any ex-ante consistency requirements amongst

their expectations and their actions. In that sense, the model may be considered an

exercise in general disequilibrium analysis. Firms in the model endogenously generate

new technologies — embodied in new types of “machines” — via expensive and mistake-

ridden processes of search. Inventions then diffuse via the adoption decisions of machine

users. Hence, agents generate micro technological shocks and, together, micro demand

shocks which propagate through the economy. The linchpin between these two engines

is represented the credit provided by banks. Banks use savings of firms to finance firms’

production and investment activities according to a credit multiplier rule.

After testing fiscal and monetary policy experiments, our ongoing research will address

the issue of changes in the structure of the banking sector in terms of market concentration

as well as firm lending behavior. Indeed, a clearer understanding about the interaction

between firm debt, firm investment and firm growth is still needed. More precisely, the
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analysis of the links between firm financial decisions and the evolution of macroeconomic

variables is an ongoing research.
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Description Symbol Value

Number of firms in capital-good industry F1 50
Number of firms in consumption-good industry F2 200
Number of commercial banks B 10
R&D investment propensity � 0.04
R&D allocation to innovative search � 0.50
Firm search capabilities parameters �1,2 0.30
Beta distribution parameters (innovation process) (�1, �1) (3,3)
Beta distribution support (innovation process) [x1, x1] [−0.15, 0.15]
New-customer sample parameter  0.50
Capital-good firm mark-up rule �1 0.10
Consumption-good firm mark-up rule �2 0.20
Desired inventories � 0.10
Payback period b 3
“Physical” scrapping age � 20
Mark-up coefficient � 0.01
Competitiveness weights !1,2 1
Replicator dynamics coefficient � 1
Uniform distribution supports [�1, �2] [0.10,0.90]
(consumption-good entrant capital)
Uniform distribution supports [�3, �4] [0.10,0.90]
(entrant stock of liquid assets)
Beta distribution parameters (�2, �2) (2, 4)
(capital-good entrants technology)
Wage setting ΔAB weight  1 1
Wage setting Δcpi weight  2 0
Wage setting ΔU weight  3 0
Tax rate tr 0.10
Unemployment subsidy rate ' 0.40
Maximum debt/sales ratio Λ 3
Interest Rate r 0.025
Debt reimbursement rate rep 0.05
Banks mark-up coefficient  L 0.50
Banks mark-down coefficient  D 1
Banks deposits reserve rate �b 0.05
Banks reserve requirement rate �R 0.5

Table 1: Benchmark Parameters

Output Consumption Investment
Avg. growth rate 0.0277 0.0274 0.0299

(0.0012) (0.0011) (0.0008)

Dickey-Fuller test (logs) 8.5282 11.1895 1.1578
Dickey-Fuller test (Bpf) −6.0733∗ −5.8206∗ −7.1890∗

Std. Dev. (Bpf) 0.0685 0.0480 0.2752
(0.0160) (0.0087) (0.0438)

Rel. Std. Dev. (output) 1 0.6997 4.0144

Table 2: Fractional Reserve Scenario. Output, Investment, and Consumption Statis-
tics. Bpf: bandpass-filtered (6,32,12) series. Monte-Carlo simulation standard errors in
parentheses.
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Description Avg. GDP Growth GDP Std. Dev. (bpf) Avg. Unempl.
benchmark scenario 0.0277 0.0685 0.035

(0.001) (0.016) (0.079)
high benefits 0.0296 0.0286 0.0012

(0.001) (0.0019) (0.0007)
high benefits 0.0299 0.0298 0.0017
and taxes (0.001) (0.0036) (0.0014)

Table 3: Effects of Redistributive Policies. Monte-Carlo simulation standard errors in
parentheses. Note: Large negative growth events are defined falls in output larger than
3%.

Description Avg. GDP GDP Std. Avg. Prob. of large
Growth Dev. (fd) Unempl. neg. growth (<-3%)

Low Mark-Up (0.15)

r=0.001 0.0287 0.0350 0.0038 0.0741
r=0.025 0.0294 0.0336 0.0042 0.0663
r=0.05 0.0295 0.0313 0.0038 0.0666
Baseline Mark-Up (0.20)

r=0.001 0.0281 0.0516 0.025 0.1447
r=0.025 0.0277 0.0685 0.0350 0.1601
r=0.05 0.0278 0.0654 0.0378 0.1484
r=0.1 0.287 0.0605 0.306 0.1449
High Mark-Up (0.30)

r=0.001 0.0274 0.1115 0.1549 0.2649
r=0.025 0.0274 0.1124 0.1464 0.2604
r=0.05 0.0275 0.1166 0.1591 0.2691

Table 4: Effects of changes of the interest rate for different mark-up levels

�R Avg. GDP GDP Std Prob. large Prob. Bank
Growth Dev. (fd) neg. growth (<-3%) failure

baseline 0.0277 0.0685 0.1601 0.015
low 0.0468 0.0860 0.1431 0.03
very low 0.0472 0.2272 0.1327 0.5

Table 5: Effects of changes in the reserve requirement rate
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Figure 1: Fractional Reserve Scenario. Level of Output, Investment, and Consumption
(logs)

Figure 2: Fractional Reserve Scenario.Bandpass-Filtered Output, Investment, and Con-
sumption
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Figure 3: Fractional Reserve Scenario. Average cross-correlations with GDP at different
leads and lags (circles) together with average GDP autocorrelation (diamonds). GDP,
GDP components and Productivity variables.
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Figure 4: Fractional Reserve Scenario. Average cross-correlations with GDP at different
leads and lags (circles) together with average GDP autocorrelation (diamonds). Labor
market and price variables.
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Figure 5: Fractional Reserve Scenario. Average cross-correlations with GDP at different
leads and lags (circles) together with average GDP autocorrelation (diamonds). Credit
variables.
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Figure 6: Fractional Reserve Scenario. Investment Lumpiness. First panel: share of firms
with (near) zero investment; second panel: share of firms with investment spikes.

34



10 12 14 16 18 20 22 24
0

1

2

3

4

5

6

7

8

log(Size)

lo
g(

R
an

k)

 

 

Empirical
LogNormal

Figure 7: Fractional Reserve Scenario. Pooled (Year-Standardized) Capital-good Firm
Sales Distributions. Log Rank vs. Log Size Plots.
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Figure 8: Fractional Reserve Scenario. Firms’ Productivity Moments (logs). First panel:
capital-good firms. Second panel: consumption-good firms.
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Figure 9: Fractional Reserve Scenario. Empirical distribution of bankruptcy rate together
with power-law fit
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