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Abstract
Missing data represent an important limitation for cross-country analyses of national systems, growth and development. This paper presents a new cross-country panel dataset with no missing value. We make use of a new method of multiple imputation that has recently been developed by Honaker and King (2010) to deal specifically with time-series cross-section data at the country-level. We apply this method to construct a large dataset containing a great number of indicators measuring six key country-specific dimensions: innovation and technological capabilities, education system and human capital, infrastructures, economic competitiveness, political-institutional factors, and social capital. The CANA panel dataset thus obtained provides a rich and complete set of 41 indicators for 134 countries in the period 1980-2008 (for a total of 3886 country-year observations). The empirical analysis shows the reliability of the dataset and its usefulness for cross-country analyses of national systems, growth and development. The new dataset is publicly available.

The CANA database can be downloaded at the web address: http://english.nupi.no/Activities/Projects/CANA
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“If you torture the data long enough, Nature will confess” (Ronald Coase, 1982)
1. Introduction

A recent strand of research within the national systems literature investigates the characteristics of NIS in developing countries and their relevance for economic growth and competitiveness (Lundvall et al., 2009). Some of this applied research makes use of available statistical data for large samples of countries and carries out quantitative studies of the economic and social capabilities of nations and the impacts of these on the growth and development process (Archibugi and Coco, 2004; Fagerberg et alia, 2007; Castellacci and Archibugi, 2008).

This empirical research faces however one important limitation: the problem of missing data. This problem, and the related consequences and possible solutions, have not been adequately studied yet in the literature. The missing data problem arises because many of the variables that are of interest for measuring the characteristics and evolution of national systems are only available for a restricted sample of (advanced and middle-income) economies and for a limited time span only.

As a consequence, cross-country analyses in this field are typically forced to take a hard decision: either to focus on a restricted country sample for a relatively long period of time, or to focus on a very short time span for a large sample of economies. Both alternatives are problematic: the former neglects the study of NIS in developing and less developed economies, whereas the latter neglects the study of the dynamics and evolution of national systems over time.

This paper proposes a third alternative that provides a possible solution to this trade off: the use of multiple imputation methods to estimate missing data and obtain a complete panel dataset for all countries and the whole period under investigation. Multiple imputation methods represent a modern statistical approach that aims at overcoming the missing data problem (Rubin, 1987). This methodology has received increasing attention in the last decade and has been applied in a number of different fields of research. In particular, Honaker and King (2010) have very recently proposed a new multiple imputation algorithm that is specifically developed to deal with time-series cross-section data at the country-level.

Our paper employs this new method of multiple imputation and shows its relevance for cross-country studies of national systems and development. Specifically, we construct a
new panel dataset (CANA) that contains no missing value. The dataset comprises 41 indicators measuring six key country-specific dimensions: innovation and technological capabilities, education system and human capital, infrastructures, economic competitiveness, political-institutional factors, and social capital. The CANA panel dataset that is obtained by estimating the missing values in the original data sources provides rich and complete statistical information on 134 countries for the entire period 1980-2008 (for a total of 3886 country-year observations). Our empirical analysis of this dataset shows its reliability and points out its usefulness for future cross-country studies of national systems, growth and development. We make the new dataset publicly available on the web.

The paper is organized as follows. Section 2 briefly reviews the literature and discusses the missing data problem. Section 3 introduces Honaker and King’s (2010) new method of multiple imputation. Section 4 presents the CANA dataset and indicators and carries out a descriptive analysis of some of its key characteristics. Section 5 provides an analysis of the reliability of the new data material obtained through multiple imputation. Section 6 concludes by summarizing the main results and implications of the paper. A methodological Appendix contains all more specific technical details regarding the database construction, characteristics and quality assessment. This Appendix is not included in the article to save space, but it is available and can be downloaded at the web address: http://english.nupi.no/Activities/Projects/CANA.

2. Cross-country analyses of national systems, growth and development: the problem of missing data

The national innovation system (NIS) perspective originally developed during the 1990s to understand the broad set of factors shaping the innovation and imitation ability of countries, and how these factors could contribute to explain cross-country differences in economic growth and competitiveness (Lundvall, 1992; Edquist, 1997). Empirical studies in this tradition initially focused mostly on advanced economies in the OECD area (Nelson, 1993). However, the NIS literature has recently shifted the focus towards the
empirical study of innovation systems within the context of developing and less developed economies (Lundvall et alia., 2009).¹

A well-known challenge for applied research in this field is how to operationalize the innovation system theoretical view in empirical studies and, relatedly, how to measure the complex and multifaceted concept of national innovation system and its relationship to countries’ economic performance. Quantitative applied studies of NIS and development have so far made use of two different (albeit complementary) approaches.

The first approach is rooted in the traditional literature on technology and convergence (Abramovitz, 1986; Verspagen, 1991; Fagerberg, 1994). Following a technology-gap Schumpeterian approach, recent econometric studies have focused on a few key variables that explain (or summarize) cross-country differences in the innovation ability of countries as well as their different capabilities to imitate foreign advanced knowledge, and then analysed the empirical relationship between these innovation and imitation factors and cross-country differences in GDP per capita growth (Fagerberg and Verspagen, 2002; Castellacci, 2004, 2008 and 2011; Fagerberg et alia, 2007). Since one main motivation of this type of studies is to analyse the dynamics and evolution of national systems in a long-run perspective, they typically consider a relatively long time span (e.g. from the 1970s or 1980s onward), but must for this reason focus on a more restricted sample of countries (e.g. between 70 and 90 countries). Due to the lack of statistical data for a sufficiently long period of time, therefore, a great number of developing economies and the vast majority of less developed countries are neglected by this type of cross-country studies.

The second approach is based on the construction and descriptive analysis of composite indicators. In a nutshell, this approach recognizes the complex and multidimensional nature of national systems of innovation and tries to measure some of their most important characteristics by considering a large set of variables representing distinct dimensions of technological capabilities, and then combining them together into a single composite indicator – which may be interpreted as a rough summary measure of a country’s relative position vis-a-vis other national systems. Desai et alia (2002) and Archibugi and Coco (2004) have firstly proposed composite indicators based on a simple aggregation (simple or weighted averages) of a number of technology variables. Godinho et alia (2005), Castellacci and Archibugi (2008) and Fagerberg and Srholec (2008) have then considered a larger number of innovation system dimensions and analysed them by means of factor

¹ For further references and information regarding the flourishing field of innovation systems and development, see the website of the Globelics network: www.globelics.org.
and cluster analysis techniques. As compared to the first approach, the composite indicator approach has a more explicit focus on the comparison across a larger number of countries. Consequently, due to the lack of data availability on less developed countries for a sufficiently long period of time, these studies typically focus on a relatively short time span (i.e. a cross-section description of the sample in one point in time, e.g. the 1990s and/or the 2000s).

Considering the two approaches together, it is then clear that researchers seeking to carry out quantitative analyses of innovation systems and development commonly face a dilemma with respect to the data they decide to use. Either, they can focus on a small sample of (mostly advanced and middle-income) economies over a long period of time – or conversely they can study a much larger sample of countries (including developing ones) for carrying out a shorter run (static) type of analysis. Such a dilemma is of course caused by the fact that, for most variables that are of interest for measuring and studying innovation systems, the availability of cross-section time-series (panel) data is limited: data coverage is rather low for many developing economies for the years before 2000, and it improves substantially as we move closer to the present.

Both solutions that are commonly adopted by applied researchers to deal with this dilemma, however, are problematic. If the econometric analysis focuses on the dynamic behaviour of a restricted sample of economies, as typically done in the technology-gap tradition, the parameters of interest that are estimated through the standard cross-country growth regression are not representative of the whole world economy, and do not provide any information about the large and populated bunch of less developed countries. In econometric terms, the regression results will provide a biased estimation of the role of innovation and imitation capabilities. Relatedly, by removing most developing countries observations from the sample under study (e.g. by listwise deletion), this regression approach tends to be inefficient as it disregards the potentially useful information that is present in the variables that are (at least partly) available for developing countries.

By contrast, if the applied study decides to consider a much larger sample of countries (including developing ones), as it is for instance the case in the composite indicator approach, the analysis inevitably assumes a static flavour and largely neglects the dynamic dimension. This is indeed unfortunate, since it was precisely the study of the dynamic evolution of national systems that represented one of the key motivation underlying the development of national systems theories.
Surprisingly, such a dilemma – and the possibly problematic consequences of the solutions that are typically adopted in this branch of applied research – have not been properly investigated yet in the literature. This paper intends to contribute to this issue by pointing out a possible solution to the trade-off mentioned above. We construct and make publicly available a new complete cross-country panel dataset where the missing values in the original data sources are estimated by means of a statistical approach that is known as *multiple imputation* (Rubin, 1987). Multiple imputation methods for missing data analysis have experienced a rapid development in the last few years and have been increasingly applied in a wide number of research fields. The next section will introduce this statistical method in the context of time-series cross-section data.

3. The multiple imputation method
Multiple imputation methods were firstly introduced two decades ago by Rubin (1987). They provide an appropriate and efficient statistical methodology to estimate missing data, which overcomes the problems associated with the use of listwise deletion or other *ad hoc* procedures to fill in missing values in a dataset. The general idea and intuition of this approach can be summarized as follows (see overviews in Rubin, 1996; Schafer and Olsen, 1998; Horton and Kleinman, 2007).

Given a dataset that comprises both observed and missing values, the latter are estimated by making use of all available information (i.e. the observed data). This estimation is repeated $m$ times, so that $m$ different complete datasets are generated (reflecting the uncertainty regarding the unknown values of the missing data). Finally, all subsequent econometric analyses that the researcher intends to carry out will be repeated $m$ times, one for each of the estimated datasets, and the multiple results thus obtained will be easily combined together in order to get to a final value of the scientific estimand of interest (e.g. a set of regression coefficients and their significance levels).

Within this general statistical approach, Honaker and King (2010) have very recently introduced a novel multiple imputation method that is specifically developed to deal with time-series cross-section data (i.e. panels). This type of data has in the last few years been increasingly used for cross-country analyses in the fields of economic growth and development, comparative politics and international relations. However, missing data problems introduce severe bias and efficiency problems in this type of studies, as pointed out in the previous section. Honaker and King’s (2010) method is particularly attractive
because its multiple imputation algorithm efficiently exploits the panel nature of the dataset and makes it possible, among other things, to properly take into account the issue of cross-country heterogeneity by introducing fixed effects and country-specific time trends.

Suppose we have a latent data matrix $X$, composed of $p$ variables (columns) and $n$ observations (rows). Each element of this matrix, $x_{ij}$, represents the value of country $i$ for variable $j$ at time $t$. The data matrix is composed of both observed and missing values: $X = \{X^{\text{OBS}}, X^{\text{MIS}}\}$. In order to rectangularize the dataset, we define a missingness matrix $M$ such that each of its elements takes value 1 if it is missing and 0 if it is an observed value. We then apply the simple matrix transformation: $X^{\text{OBS}} = X \times (1 - M)$, so that our matrix dataset will now contain 0s instead of missing values (for further details on this framework, see Honaker and King, 2010, p. 576).

Multiple imputation methods typically make two general assumptions on the data generating process. The first is that $X$ is assumed to have a multivariate normal distribution: $X \sim N(\mu; \Sigma)$, where $\mu$ and $\Sigma$ represent the (unknown) parameters of the Gaussian (mean and variance). The useful implication of assuming a normal distribution is that each variable can be described as a linear function of the others.\(^2\)

The second is the so-called missing at random (MAR) assumption. This means that $M$ can be predicted by $X^{\text{OBS}}$ but not by $X^{\text{MIS}}$ (after controlling for $X^{\text{OBS}}$), i.e. formally: $P(M \mid X) = P(M \mid X^{\text{OBS}})$. The MAR assumption implies that the statistical relationship (e.g. regression coefficient) between one variable and another is the same for the groups of observed and missing observations. Therefore, we can use this relationship as estimated for the group of observed data in order to impute the missing values (Shapen and Olsen, 1998; Honaker and King, 2010). This condition also suggests that all the variables that are potentially relevant to explain the missingness pattern should be included in the imputation model.\(^3\)

The core of Honaker and King’s (2010) new multiple imputation method is the specification of the estimation model for imputing the missing values in the dataset:

---

\(^2\) The statistical literature on multiple imputation methods has shown that departures from the normality assumption are not problematic and do not usually introduce any important bias in the imputation model.

\(^3\) The MAR assumption should not be confused with the more restrictive MCAR condition (missing completely at random). According to the latter, missing values are assumed to be pure random draws from the data distribution, and cannot therefore be systematically different from the observed data.
where $x_{ij}^{\text{MIS}}$ are the missing values to be estimated, for observation $i$ and variable $j$, and $x_{i: j}^{\text{OBS}}$ are all other observed values for observation $i$ and all variables excluding $j$ (we have for simplicity omitted the time index $t$). The parameter $\beta_j$ represents the estimate of the cross-sectional relation between the variable $j$ and the set of covariates – $j$; $\gamma_j$ is an estimate of the time trend; $\delta_{ij}$ is a set of individual fixed effects; $\delta_{ij} t$ is an interaction term between the time trend and the fixed effects, which provides an estimate of the country-specific time trends (i.e. a different time trend is allowed for each observation); finally, $\epsilon_{ij}$ is the error term of the model.\(^4\) For clarity of exposition, it is useful to rewrite this model in its extended form:

\[
\begin{align*}
    x_{i1}^{\text{MIS}} &= \beta_{1} x_{i:1}^{\text{OBS}} + \gamma_{1} t + \delta_{11} t + \epsilon_{11} \\
    \vdots \\
    x_{ip}^{\text{MIS}} &= \beta_{p} x_{i:p}^{\text{OBS}} + \gamma_{p} t + \delta_{ip} t + \epsilon_{ip}
\end{align*}
\]  

(2)

The formulation in (2) makes clear that our imputation model is composed of $p$ equations, one for each variable of the model. Each variable is estimated as a linear function of all the others. In each of these $p$ equations, missing values for a given variable are estimated as a function of the observed values for all the other variables.

The model is estimated through the so-called EM algorithm. This is an iterative algorithm comprising two steps. In the first (E-step), missing values are replaced by their conditional expectation (obtained through the estimation of (2)) – given the current estimate of the unknown parameters $\mu$ and $\Sigma$. In the second (M-step), a new estimate of the parameters $\mu$ and $\Sigma$ is calculated from the data obtained in the first step. The two steps are iteratively repeated until the algorithm will converge to a final solution.

As pointed out above, the key idea common to all multiple imputation methods is that the imputation process is repeated $m$ times, so that $m$ distinct complete datasets are eventually

\[^4\] For simplicity, the model specification in equation 1 assumes a linear trend for all variables and all observations. Honaker and King’s method, however, makes it also possible to specify more complex non-linear adjustment processes in order to achieve a better fit of the estimated series to the observed data.
obtained – reflecting the uncertainty regarding the unknown values of the missing data.\textsuperscript{5} Honaker and King’s method implements this idea by setting up the following bootstrap procedure: \( m \) samples of size \( n \) are drawn with replacement from the data \( X \); in each of these \( m \) samples, the EM algorithm described above is run to obtain \( \mu \), \( \Sigma \) and the complete dataset. Thus, \( m \) complete datasets are obtained ready for the subsequent analyses.\textsuperscript{6}

In summary, this new multiple imputation method presents two main advantages. First, similarly to other related methods, it avoids bias and efficiency problems related to the presence of missing values and/or the use of \textit{ad hoc} methods to dealing with them (e.g. listwise deletion). Secondly, it is specifically developed to deal with time-series cross-section data. In particular, it is well-suited to deal with the issue of cross-country heterogeneity, since it allows for both country fixed effects as well as country-specific time trends.

Despite these attractive features, it is however important to emphasize that this type of missing data estimation procedures should be applied with caution. Specifically, when the percentage of missing data is high, the imputation procedure tends to be less precise and reliable, and it is therefore important to carefully scrutinize the results. We will discuss this important issue in section 5 and provide all related details in the Appendix.

### 4. A new panel dataset (CANA)

We now present the main characteristics of the CANA panel dataset, which has been constructed by applying the method of multiple imputation described in the previous section. The complete dataset that we have obtained contains information for a large number of relevant variables, and for a very large panel of countries. Specifically, for 34 indicators we have obtained complete data for 134 countries for the whole period 1980-2008 (3886 country-year observations); for seven other indicators we have instead achieved a somewhat smaller country coverage (see details below). On the whole, this new dataset represents a rich statistical material to carry out cross-country analyses of

\textsuperscript{5} The multiple imputation literature indicates the existence of a proportional relationship between the method’s efficiency and the number of imputed datasets \( (m) \) for any given share of missing data. It is usually recommended to set \( m = 5 \) (at least) in order to reach an efficiency level close to 90\%. In our application of this method for the construction of the CANA dataset, we have set \( m = 15 \) and estimated fifteen complete datasets, which implies an efficiency level of 97\%.

\textsuperscript{6} Honaker, King and Blackwell (2010) have also developed the statistical package Amelia II that can be used to implement this new multiple imputation method and analyse the related results and diagnostics.
national systems, of their evolution in the last three decades, and of the relationships of these characteristics to countries’ social and economic development.

Given that the concept of national systems is complex, multifaceted and comprising a great number of relevant factors interacting with each other, our database adopts a broad and multidimensional operationalization of it. Our stylized view, broadly in line with the previous literature, is presented in figure 1.  

We represent national systems as composed of six main dimensions: (1) Innovation and technological capabilities; (2) Education and human capital; (3) Infrastructures; (4) Economic competitiveness; (5) Social capital; (6) Political and institutional factors. The underlying idea motivating the construction of this database is that it is the dynamics and complex interactions between these six dimensions that represent the driving force of national systems’s social and economic development, and it is therefore crucial for empirical analyses in this field to have availability of statistical information for an as large as possible number of indicators and country-year observations.

Table 1 presents a list of the 41 indicators included in the CANA database, and compares some descriptive statistics of the new (complete) panel dataset with those of the corresponding variables in the original (incomplete) data sources. The last column of the table shows the share of missing data present in the original data sources, which is in many cases quite high. A comparison of the left and right-hand sides of the table indicates that the descriptive statistics of the complete version of the data (containing no missing value) are indeed very close to those of the original sources – which gives a first and important indication of the quality and reliability of the new CANA dataset (this aspect will be analysed in further details in the next section).

< Figure 1 and table 1 here >

The methodology that we have followed to construct the complete dataset and indicators has proceeded in four subsequent steps. In the first, we have collected a total number of 55 indicators from publicly available databases and a variety of different sources. A complete list of indicators and data sources is available in the methodological Appendix of the

---

7 Other empirical exercises in the NIS literature have previously made use of (at least some of) these dimensions and indicators. See in particular Godinho et alia (2005), Castellacci and Archibugi (2008) and Fagerberg and Srholec (2008).

8 In another paper (Castellacci and Natera, 2011), we study the interactions among these dimensions and carry out a time series multivariate analysis of their co-evolutionary process.
This large set of indicators covers a wide spectrum of variables that are potentially relevant to measure the six country-specific dimensions pointed out above. This initial dataset contains as well-known a great number of missing values for many of the countries and the variables of interest. In the remainder of the paper, we will for simplicity refer to it as the observed (or the original) dataset.

In the second step, we have run Honaker and King’s (2010) multiple imputation procedure as described in section 4 above. We have carried out the imputation algorithm for each of the six dimensions separately. \(^9\) In order to achieve a high efficiency level, we have set \(m = 15\), i.e. fifteen complete datasets have been estimated for each of the six dimensions. We have then combined these fifteen datasets into a single one, which is our complete CANA dataset. This is a rich rectangular matrix containing information for all relevant variables for 3886 observations (134 economies for the whole period 1980-2008).

Thirdly, we have carried out a thorough evaluation of each of these 55 variables in order to analyse the quality of the imputed data and the extent to which the new complete dataset may be considered a good and reliable extension of the original data sources. This evaluation process is discussed in details in the next section. In short, the main result of this assessment work is that the multiple imputation method has been successful for 34 indicators, which we have then included in the final version of database for the whole range of 3886 country-year observations (134 countries).

Fourthly, in the attempt to increase the number of “accepted” indicators, we have repeated the imputation procedure for all the remaining indicators and for a smaller number of countries – i.e. excluding those countries that have a very high share of missing data in the original sources. After a careful quality check of this second round of multiple imputations, we have decided to include seven more indicators in the final version of the CANA database: R&D (for 94 countries) and six social capital variables (for 80 countries).

In summary, the final version of the CANA database contains a total number of 41 indicators (34 with full country coverage and seven for a smaller sample), whereas the

---

\(^9\) For each of the six dimensions, we have included in the imputation model all the indicators belonging to that group plus four more variables: (1) GDP per capita, (2) mean years of schooling, (3) electricity consumption, and (4) corruption. These additional four variables were included in the specification following the recommendations of the multiple imputation literature, i.e. with the purpose of improving the precision of the imputation results for those variables with a high missingness share.
remaining 14 indicators have been rejected and not included in the database because the results of the imputation procedure has not led to imputed data of a sufficiently good and reliable quality. The CANA database is publicly available and can be downloaded at the web address: [http://english.nupi.no/Activities/Projects/CANA](http://english.nupi.no/Activities/Projects/CANA).

A simple descriptive analysis of the CANA dataset and indicators illustrates the relevance and usefulness of this new data material to gain new empirical insights on some of the main characteristics of national systems in such a broad cross-section of countries, and particularly on their dynamic processes over the period 1980-2008. Figures 2 to 7 show the time path of some of the key variables of interest. For each of the six dimensions, we also report a composite indicator and its time trend. The composite indicators, calculated for illustrative purposes only, have been obtained by first standardizing all the variables included in a given dimension (and for any given year), and then calculating a simple average of them. The upper part of figures 2 to 7 depicts the time trend for some selected countries, whereas the lower part plots the cross-country distribution of each dimension at the beginning and the end of the period (1980 and 2008). In each figure, we report the composite indicator on the left-hand panel, and two of the selected indicators used to construct it on the middle and right-hand panels.

Figure 2 focuses on countries’ innovation and technological capabilities. The lower part of the figure shows that the cross-country distribution of innovative capabilities has not changed substantially over the period, indicating that no significant worldwide improvement has taken place in this dimension (Castellacci, 2011). However, the pattern is somewhat different for the R&D variable, since this focuses on a smaller number of countries. The upper part of the figure suggests that the technological dynamics process has been far from uniform and that different countries have experienced markedly different trends. In particular, the US and Japan are the leading economies that have experienced the most pronounced increase over time, whereas South Korea and China are the followers that have experienced the most rapid technological catching up process. Most other middle-income and less developed economies have not been able to catch up with respect to this dimension.

A worldwide and relatively rapid process of convergence is instead more apparent when we shift the focus to figures 3 and 4, which study the evolution of the human capital and infrastructures dimensions respectively. The kernel densities reported in the lower part of these figures show that the cross-country distributions of these two dimensions have visibly shifted towards the right, thus indicating an overall improvement of countries’
education system and infrastructure level. The time path for some selected economies reported in the upper part of these figures also show the rapid catching up process experienced by some developing countries (and many others not reported in these graphs) with respect to these dimensions.

As for the remaining three dimensions – economic competitiveness (figure 5), social capital (figure 6) and political-institutional factors (figure 7) – the worldwide pattern of evolution over time is less clear-cut and depends on the specific indicators that we take into consideration. For instance, the graphs for social capital (figure 6) indicate that the indicator of happiness has on average increased over time, whereas the trust variable has not.

In order to provide a more synthetic view of the main patterns and evolution of NIS, figure 8 shows a set of radar graphs for some selected countries: four technologically advanced economies (US, UK, Japan, South Korea) plus the BRICS countries (Brazil, Russia, India, China and South Africa). For each country, the standardized value of each composite indicator is reported for both the beginning and the end of the period (1980 and 2008), so that these radar graphs provide a summary view of some key characteristics of NIS and their dynamic evolution in the last three decades. The graphs are rather informative. More advanced countries have on average a much greater surface than the catching up BRICS economies, indicating an overall greater level of the set of relevant technological, social and economic capabilities. Japan and South Korea are those that appear to have improved their relative position more visibly over time. By contrast, within the group of BRICS countries, the catching up process between the beginning and the end of the period has been more striking for China, Brazil and South Africa, and less so for Russia and India. It is however important to emphasize that the dynamics looks somewhat different for each of the six dimensions considered in figure 8, so that our summary description here is only done for illustrative purposes.

The descriptive analysis of cross-country patterns and evolution that has been briefly presented in this section will be extended and refined in a number of ways in future research. However, as previously pointed out, our purpose here is not to carry out a complete and detailed analysis of the characteristics and evolution of national systems, but rather to provide a simple empirical illustration of the usefulness of the new CANA panel dataset, and of how it can be used for cross-country studies of national systems and development.
5. An analysis of the reliability of the CANA dataset and indicators

The illustration presented in the previous section has shown some of the advantages of adopting a method of multiple imputation to estimate missing values and obtain a rich complete dataset for the cross-country empirical investigation of national systems and development. However, at the same time as emphasizing the usefulness of the CANA dataset and indicators that we have constructed, it is also important to assess the quality of this newly obtained data material and investigate the possible limitations of the multiple imputation method that has been used to construct it.

As mentioned in the previous section, during the construction of the CANA database we have initially collected a total number of 55 indicators, which are intended to measure six different dimensions of countries’ social, institutional and economic development. We have then carried out a first main round of multiple imputations in order to estimate the missing values in the original sources. After this first set of imputation estimations, we have carried out a thorough evaluation of each of these 55 variables in order to analyse the quality of the imputed data and the extent to which the new complete dataset may be considered a good and reliable extension and estimation of the original data sources. We have concluded that the multiple imputation method has been successful for 34 indicators, which we have then included in the final version of database for the whole range of 3886 country-year observations (134 countries).

Next, in the attempt to increase the number of “accepted” (reliable) indicators included in the dataset, we have repeated the imputation procedure for all the remaining indicators and for a smaller number of countries – i.e. excluding those countries that have a very high share of missing data in the original sources. After a second round of quality and reliability check, we have decided to include seven more indicators in the final version of the CANA database: R&D (for 94 countries) and six social capital variables (for 80 countries). Therefore, the final version of the CANA database contains a total number of 41 indicators (34 with full country coverage and seven for a smaller sample), whereas the remaining 14 indicators have been rejected and not included in the database because the results of the imputation procedure has not led to imputed data of a sufficiently good and reliable quality.
In order to illustrate our data assessment procedure and the reliability of the indicators that we have included in the final version of the database, we summarize the main steps here and report further material in the methodological Appendix (that is available at: http://english.nupi.no/Activities/Projects/CANA). Our evaluation process has made use of three main tools: (1) a comparison of the descriptive statistics of the complete versus the original data; (2) a graphical inspection of their kernel density graphs; (3) a comparison of the respective correlation tables.

First, table 1 (see previous section) reports a comparison of the main descriptive statistics for the CANA (complete) dataset versus the observed (original) data sources. The table shows that, for the 41 indicators included in the final version of the database, the means of the two distributions are rather similar in nearly all cases. On average, the means are however slightly lower for the complete version of the dataset, since this includes data for a larger number of developing economies that is only partly available in the original datasets.

A second and more detailed assessment exercise is reported in figure A2 of the Appendix. The various graphs in figure A2 compare the statistical distributions (kernel densities) of the observed and the complete datasets for all the 41 indicators that we have included in the final version of the CANA database. As previously specified, the observed dataset is the original database that we have constructed by combining together indicators from different publicly available data sources (i.e. the one containing missing values for some of the variables and some of the country-year observations), whereas the complete dataset is the one that we have obtained by estimating missing values through Honaker and King’s (2010) multiple imputation procedure.

The idea of comparing the two distributions is to provide an easy and effective visual inspection of the reliability of the multiple imputation results: if the statistical distribution of the complete dataset is substantially the same (or very similar to) the one for the observed data, we may be confident about the quality and reliability of the imputation results; by contrast, if the two distributions turn out to be quite different from each other, this would imply that the new data that have been estimated depart substantially from the original ones, and hence the results of the multiple imputation procedure may be less reliable.¹⁰

¹⁰ Some other papers in the multiple imputation literature actually compare the observed data to the imputed (estimated) data, instead of the complete dataset as we do in this section (see e.g. Honaker and King, 2010; Schafer and Olsen, 1998). The reason for our choice is that, within the context of cross-country data on national systems and development, it is of course reasonable to expect that a large share of the missing
The comparison among the kernel densities reported in the various panels of figure A2 is rather informative and provides an interesting quality check of the data material. For four of the key dimensions considered in this paper, the distributions of the complete data seem to provide a very close approximation to those of the original sources – particularly for the indicators measuring the dimensions of economic competitiveness, education system and human capital, infrastructure, and political-institutional factors. This represents an important validation of our multiple imputation exercise, particularly considering that some of the indicators considered here have a relatively high share of missing values in the original data sources (e.g. over 80% for the indicators measuring enforcing contracts time and costs, and the one of mean years of schooling). This means that our multiple imputation procedure has been able to estimate a substantial amount of missing values with a relatively good precision.

For the other two dimensions, as previously mentioned, the first round of multiple imputation has not been equally successful for all the indicators, and we have then carried out a second set of estimations in which we have focused on a somewhat smaller number of countries for those variables whose imputation results did not work as well as for the other indicators. The results of the graphical inspection are again reported in figure A2. For the innovation and technological capability dimension, the three indicators of patents, articles and royalties have been estimated for the whole 134 countries sample, and their distributions appear to be quite skewed and roughly resemble those of the original variables. For the R&D indicator, however, we have had to focus on a smaller 94 countries sample in order to obtain a more satisfactory fit to the original distribution.

Analogously, for the social capital dimension, we initially included a total of 12 variables in the multiple imputation algorithm. However, the first set of imputation results was not successful for this dimension, and most of these indicators had in fact complete data distributions that were quite different from those of the original data. The reason for this is that most of our social capital indicators have a very high share of missingness (above 90%), since the original data sources (e.g. the World Value Survey) are only available for a limited sample of countries and for a relatively short time span. For this reason, we repeated the multiple imputation procedure for this dimension by focusing on a smaller 80 values will have a different statistical distribution from the observed data, i.e. they are likely to have a lower mean because they belong to less developed economies and/or to observations referring to previous years. We therefore consider more appropriate and reasonable within our context to compare the observed data to the whole complete dataset, in order to inspect whether the latter’s distribution has similar characteristics as the former.
countries sample (i.e. keeping only those economies with better data coverage for these indicators). At the end of this procedure and further quality check, we have decided to disregard six social capital variables with low reliability and poor data quality, and include only six indicators in the final version of the CANA database. Figure A2 shows the statistical distributions of these six “accepted” variables, and indicate that these have on the whole a relatively good fit of the complete data to the original (incomplete) data sources (particularly considering the high share of missingness that was present in the latter).

Finally, the fourth exercise that we have carried out to analyse the reliability of the CANA dataset is based on the comparison of the correlation tables for each of the six dimensions, and it is reported in table A2 in the Appendix. For each dimension, table A2 reports the coefficients of correlation among its selected indicators. Next to each correlation coefficient calculated on the (original) observed dataset, the table reports between parentheses the corresponding coefficient calculated on the complete dataset. The rationale of this exercise is that we expect that the more similar two correlation coefficients are (for the observed versus the complete data), the closer the match between the two statistical distributions, and hence the more reliable the results of the imputation procedure that we have employed. In other words, if the CANA (complete) dataset and its set of indicators are reliable, then we should observe correlation coefficients among the various indicators that are quite similar to those that we obtain from the original data sources. By contrast, if the correlation coefficients are substantially different (in sign and/or in magnitude), this would imply that our imputation procedure has introduced a bias in the dataset that is likely to affect any subsequent analysis (e.g. a regression analysis run on the complete dataset).

The results reported in table A2 are largely in line and corroborate those discussed above in relation to figure A2. In general terms, the overall impression is that the correlation patterns within each dimension are substantially preserved by the multiple imputation procedure: the sign of the correlation coefficients are in nearly all cases the same after imputing the missing values, and the size of the coefficients are also rather similar for most of the variables. Some of the correlation coefficients, though, change their size somewhat, e.g. those between R&D and royalties, finance freedom and openness, and enforcing contract time with openness. Despite these marginal changes for a very few coefficients, the results reported in this table do on the whole indicate that the data
imputation procedure that we have employed does not seem to have introduced a systematic bias in the correlation structure of the variables of interest.

6. Conclusions

The paper has argued that missing data constitute an important limitation that hampers quantitative cross-country research on national systems, growth and development, and it has proposed the use of multiple imputation methods to overcome this limitation. In particular, the paper has employed the new multiple imputation method recently been developed by Honaker and King (2010) to deal with time-series cross-section data, and applied it to construct a new panel dataset containing a great number of indicators measuring six different country-specific dimensions: innovation and technological capabilities, education system and human capital, infrastructures, economic competitiveness, social capital and political-institutional factors. The original dataset obtained by merging together various available data sources contains a substantial number of missing values for some of the variables and some of the country-year observations. By employing Honaker and King’s (2010) imputation procedure, we are able to estimate these missing values and thus obtain a complete dataset (134 countries for the entire period 1980-2008, for a total of 3886 country-year observations).

The CANA database provides a rich set of information and enables a great variety of cross-country analyses of national systems, growth and development. As one example of how the dataset can be used within the context of applied growth theory and cross-country development research, we have carried out a simple descriptive analysis of how these country-specific dimensions differ across nations and how they have evolved in the last three decades period.

The methodological exercise presented in this paper leads to two main conclusions and related implications for future research. The first general conclusion is that the multiple imputation methodology presents indeed great advantages vis-a-vis all other commonly adopted ad hoc methods to deal with missing data problems (e.g. listwise deletion in regression exercises), and it should therefore be used to a much greater extent for cross-country analyses within the field of national systems, growth and development. Specifically, the construction of a complete panel dataset through the multiple imputation approach presents three advantages: (1) it includes many more developing and less
developed economies within the sample and thus leads to a less biased and more representative view of the relevance of national systems for development; (2) it exploits all data and available statistical information in a more efficient way; (3) it makes it possible to enlarge the time period under study and thus enables a truly dynamic analysis of the evolution of national systems and their relevance for the catching up process. However, multiple imputation methods do not represent a magic solution to the missing data problem, but rather a modern statistical approach that, besides filling in the missing values in a dataset, does also emphasize the uncertainty that is inherently related to the unknown (real) values of the missing data. The second conclusion of our paper, therefore, is that it is important to carefully scrutinize the results of any multiple imputation exercise before using a new complete dataset for subsequent empirical analyses. In particular, we have carried out an analysis of the reliability of the new complete CANA dataset, which has shown that, in general terms the method seems to work well, since for most of the indicators the statistical distribution of the complete dataset (after the imputation) resembles closely the one for the original data (before the imputation). We have therefore included this set of 41 more reliable indicators in the final version of the CANA panel dataset, and have instead disregarded the other 14 variables for which our imputation results seemed to be less reliable.
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Figure 1: National systems, growth and development – A stylized view
Table 1: CANA Database, the new complete dataset versus the original (incomplete) data – Descriptive Statistics
(for the exact definition and source of these indicators, see the Appendix)

<table>
<thead>
<tr>
<th>Dimensions and indicators</th>
<th>Variable code</th>
<th>CANA dataset</th>
<th>Original (incomplete) data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs.</td>
<td>Mean</td>
<td>Std. Dev.</td>
</tr>
<tr>
<td><strong>Innovation and technology</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Royalty and license fees</td>
<td>di1royag</td>
<td>3886</td>
<td>0.0022752</td>
</tr>
<tr>
<td>Patents</td>
<td>di6patcap</td>
<td>3886</td>
<td>0.0000134</td>
</tr>
<tr>
<td>Scientific articles</td>
<td>di7articap</td>
<td>3886</td>
<td>0.0001247</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>di16merdt</td>
<td>2726</td>
<td>0.7707415</td>
</tr>
<tr>
<td><strong>Economic competitiveness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enforcing contract time</td>
<td>ec8contt</td>
<td>3886</td>
<td>-613.6034</td>
</tr>
<tr>
<td>Enforcing contract costs</td>
<td>ec9contc</td>
<td>3886</td>
<td>-32.5055</td>
</tr>
<tr>
<td>Domestic credit</td>
<td>ec14credg</td>
<td>3886</td>
<td>57.38872</td>
</tr>
<tr>
<td>Finance freedom</td>
<td>ec15finaf</td>
<td>3886</td>
<td>51.81987</td>
</tr>
<tr>
<td>Openness</td>
<td>ec16openi</td>
<td>3886</td>
<td>0.6026762</td>
</tr>
<tr>
<td><strong>Education and human capital</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary enrollment ratio</td>
<td>es1enrop</td>
<td>3886</td>
<td>96.47109</td>
</tr>
<tr>
<td>Secondary enrollment ratio</td>
<td>es2enros</td>
<td>3886</td>
<td>62.90153</td>
</tr>
<tr>
<td>Tertiary enrollment ratio</td>
<td>es3enrot</td>
<td>3886</td>
<td>21.79418</td>
</tr>
<tr>
<td>Mean years of schooling</td>
<td>es10schom</td>
<td>3886</td>
<td>6.736687</td>
</tr>
<tr>
<td>Education public expenditure</td>
<td>es12educ</td>
<td>3886</td>
<td>4.345558</td>
</tr>
<tr>
<td><strong>Infrastructure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telecommunication revenue</td>
<td>i3telr</td>
<td>3886</td>
<td>2.515669</td>
</tr>
<tr>
<td>Electric power consumption</td>
<td>i4elecc</td>
<td>3886</td>
<td>2953.605</td>
</tr>
<tr>
<td>Internet users</td>
<td>i5intuc</td>
<td>3886</td>
<td>6.19008</td>
</tr>
<tr>
<td>Mobile and fixed telephony</td>
<td>i6telecap</td>
<td>3886</td>
<td>288.7624</td>
</tr>
<tr>
<td>Paved roads</td>
<td>i7roadp</td>
<td>3886</td>
<td>47.87835</td>
</tr>
<tr>
<td>Carrier departures</td>
<td>i8carrd</td>
<td>3886</td>
<td>6.093646</td>
</tr>
</tbody>
</table>
Table 1 (cont.): CANA database, the new complete dataset versus the original (incomplete) data – Descriptive Statistics
(for the exact definition and source of these indicators, see the Appendix)

<table>
<thead>
<tr>
<th>Dimensions and indicators</th>
<th>Variable code</th>
<th>CANA dataset</th>
<th>Original (incomplete) data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ob.</td>
<td>Mean</td>
<td>Std. Dev.</td>
</tr>
<tr>
<td><strong>Political-institutional factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corruption</td>
<td>pf1corri</td>
<td>3886</td>
<td>4.310959</td>
</tr>
<tr>
<td>Freedom of press I</td>
<td>pf6presf</td>
<td>3886</td>
<td>-47.06303</td>
</tr>
<tr>
<td>Freedom of press II</td>
<td>pf7presr</td>
<td>3886</td>
<td>-23.19181</td>
</tr>
<tr>
<td>Freedom of speech</td>
<td>pf8presh</td>
<td>3886</td>
<td>1.010362</td>
</tr>
<tr>
<td>Human rights</td>
<td>pf10physi</td>
<td>3886</td>
<td>4.497512</td>
</tr>
<tr>
<td>Women’s rights</td>
<td>pf11womer</td>
<td>3886</td>
<td>3.976016</td>
</tr>
<tr>
<td>Political rights</td>
<td>pf12polir</td>
<td>3886</td>
<td>-3.726385</td>
</tr>
<tr>
<td>Civil liberties</td>
<td>pf13civil</td>
<td>3886</td>
<td>-3.774798</td>
</tr>
<tr>
<td>Freedom of association</td>
<td>pf14freea</td>
<td>3886</td>
<td>1.078315</td>
</tr>
<tr>
<td>Electoral self-determination</td>
<td>pf19demos</td>
<td>3886</td>
<td>2.081987</td>
</tr>
<tr>
<td>Democracy vs. autocracy</td>
<td>pf20dema</td>
<td>3886</td>
<td>-0.2179619</td>
</tr>
<tr>
<td>Intensity of armed conflicts</td>
<td>pf22confi</td>
<td>3886</td>
<td>5.675433</td>
</tr>
<tr>
<td>Electoral competitiveness I</td>
<td>pf23lelig</td>
<td>3886</td>
<td>5.433728</td>
</tr>
<tr>
<td>Electoral competitiveness II</td>
<td>pf24execc</td>
<td>3886</td>
<td>5.433728</td>
</tr>
<tr>
<td><strong>Social capital</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Importance of friends</td>
<td>sc1friei</td>
<td>2320</td>
<td>2.268226</td>
</tr>
<tr>
<td>Importance of family</td>
<td>sc2fami</td>
<td>2320</td>
<td>2.862629</td>
</tr>
<tr>
<td>Importance of marriage</td>
<td>sc3marro</td>
<td>2320</td>
<td>0.8340359</td>
</tr>
<tr>
<td>Gini index</td>
<td>sc8ginii</td>
<td>2320</td>
<td>38.26996</td>
</tr>
<tr>
<td>Trust</td>
<td>sc20trust</td>
<td>2320</td>
<td>0.2763512</td>
</tr>
<tr>
<td>Happiness</td>
<td>sc24happf</td>
<td>2320</td>
<td>2.034554</td>
</tr>
</tbody>
</table>
Figure 2: Innovation and technological capabilities (1980 – 2008)
Figure 3: Education system and human capital (1980 – 2008)
Figure 4: Infrastructures (1980 – 2008)
Figure 5: Economic competitiveness (1980 – 2008)
Figure 6: Social capital (1980 – 2008)
Figure 7: Political-institutional factors (1980 – 2008)
Figure 8: Dynamics and evolution of national systems (1980 – 2008), selected countries
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